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From an industry perspective, the era of cognitive com-
puting has dawned with the promise of human-centered
cognitive prostheses, as just one of many benefits antic-

ipated (Kelly and Hamm 2013). Gartner, the technology
industry analyst firm, projects that by 2017, 10 percent of all
computers will be learning (Plummer 2013). However, schol-
ars familiar with the field of artificial intelligence and cogni-
tive science are rightfully cautious, after witnessing a roller
coaster of ups and downs over AI’s relatively short 60-year
history. Simply put, hard problems still remain.

So how can we know if this time is really different? After
all, three of the key pillars of cognitive computing, namely
machine learning (ML), natural language processing (NLP),
and hypotheses generation with evidence-based explanation
(EBE) capabilities, have existed for quite some time. The first
author personally recalls programming hidden Markov mod-
el (HHM) learning algorithms for speech recognition in a
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Cognition as a Service: 
An Industry Perspective
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n Recent advances in cognitive com-
puting componentry combined with
other factors are leading to commercial-
ly viable cognitive systems. From chips
to smart phones to public and private
clouds, industrial strength “cognition as
a service” is beginning to appear at all
scales in business and society. Further-
more, in the age of zettabytes on the
way to yottabytes, the designers, engi-
neers, and managers of future smart
systems will depend on cognition as a
service. Cognition as a service can help
unlock the mysteries of big data and
ultimately boost the creativity and pro-
ductivity of professionals and their
teams, the productive output of indus-
tries and organizations, as well as the
GDP (gross domestic product) of regions
and nations. In this and the next
decade, cognition as a service will allow
us to reimage work practices, augment-
ing and scaling expertise to transform
professions, industries, and regions.
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startup company in the late 1970s, as well as statisti-
cal natural language processing at the same company
(for example, Verbex, from which Dragon Systems
sprang) in the early 1980s. In graduate school at Yale
a few years later, along with fellow graduate students,
the first author built a number of explanation sys-
tems, including a master’s thesis that provided expert
and novice explanations of economic arguments
after ingesting articles from the Wall Street Journal, as
well as a dissertation that provided explanations of
bugs by simulating novice programmers (Spohrer
1992, Kahney 1993). Frankly, while there was signifi-
cant progress made in those earlier times, the context
today is dramatically different and the commercial
and scientific opportunities are vastly greater.

The most obvious differences between now and
then are well documented (Brynjolfsson and McAfee
2014). First, there is no doubt that processor speeds,
software algorithms, as well as storage capacity for
data sets, both training and test data, have advanced
by orders of magnitude, while costs have plummeted.
Second, most of us are walking around with smart
phones that not only provide easy access to the sum
of crowdsourced human knowledge, but also provide
easy access to a rapidly growing number of cloud-
based global service organizations ready to compete
for a share of our attention and wealth. Nevertheless,
societal challenges, including the rising cost of con-
tinuously reskilling the work force and effectively
addressing unemployment due to skills gaps even
among recent college graduates, loom large in the
minds of policy makers.

In this article, we provide an industry perspective
on the topics of cognitive computing, cognitive sys-
tems, cognition as a service, and human-centered
smart service systems. In conclusion, we describe a
number of remaining research and commercializa-
tion challenges, and a new set of university programs
aimed at addressing those challenges.

Cognitive Computing
Figure 1 highlights some of the recent growth of
industrial strength cognitive computing componen-
try, which can be found in the diverse offering from
many companies; every month there are more
announcements, from small university startups to
large company business unit formations, projects,
products, and acquisitions (Harris 2013, Spivak 2013,
Ardire and Roe 2014, Austin and LeHong 2014).

Cognitive computing is a term coined by industry
leaders to refer to a third era in computing beyond
the tabulator era and the programming era (Kelly and
Hamm 2013). A proposed shared definition of cogni-
tive computing by Ardire and Roe (2014) is narrowly
focused on natural language processing, machine
learning, and big data:

Natural language processing of structured, unstruc-
tured, streaming-in big data, or smart data layers with

machine learning for reasoning and learning to gener-
ate textual patterns and associations that enable
humans to connect the dots faster and smarter for
more informed decisions to drive better outcomes. 

In practice, cognitive computing componentry
builds on knowledge (concepts, algorithms, data sets)
from artificial intelligence, cognitive science, neuro-
science, and other related fields, in order to build
industrial-strength platforms and applications that
can provide cognition as a service to customers. The
era of cognitive computing depends in part on the
cloud, smart phones, and big data. Cognitive com-
puting can be defined succinctly as: 

Cognitive computing is the set of industrial strength
computational componentry required to deliver cog-
nition as a service (including the three Ls — language,
learning, and levels) to customers. Cognitive comput-
ing enables cognition as a service, and powers cogni-
tive systems that augment and scale human expertise. 

For the three Ls of cognitive computing: language
refers to naturalistic input of multiple types, such as
documents, audio, and video; learning implies the use
of training data and test data sets for high perform-
ance on tasks with well-specified input-output pairs;
and levels refers to levels of confidence in output
hypotheses, with reasoning chains and explanations.
If robotics is considered, we could add a fourth L,
limbs. These four Ls are reflected to some degree in
what Gartner has identified as seven machine smart-
ness dimensions (Austin and LeHong 2014), includ-
ing: appearing to understand and reflecting a well-
scoped purpose (that is, language), learning actively
and passively (that is, learning), dealing with com-
plexity and making probabilistic predictions (that is,
levels), acting autonomously (that is, limbs). Gartner
is using these dimensions to evaluate commercial
offerings and communicate capabilities to potential
industry customers.

Figure 2 reminds us that in 2011, the Watson Jeop-
ardy! DEEP-QA system performed well enough on the
television game show Jeopardy! to defeat two of the
all-time top champions, reflecting the three Ls in its
highly tuned, real-time architecture for a well-speci-
fied task (Ferrucci et al. 2010). The system was trained
on some 5.7 million training instances of input-out-
put pairs, or a set of approximately 25,000 Jeopardy!
questions with more than 200 correct/incorrect
answers on average per question, with each training
instance composed of 550 features (Gondek et al.
2012). The systems confidence estimation framework
required more than 7000 experiments. The resulting
win is now part of the history of AI.

Going well beyond that 2011 success, the IBM
Watson Business Unit established in January 2014
describes cognitive computing as: 

. . . forging a new partnership between humans and
computers that augments and scales human expertise,
based on cognitive technology that can understand
natural language, generate hypotheses based on evi-
dence, and learn as it goes. 
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The AAAI-14 Workshop on Cognitive Computing
and Augmenting Human Intelligence described cog-
nitive computing as: 

. . . an emerging research topic inspired by a vision of
how the unification [of machine learning and natura-
listic input processing] could lead to a new generation
of computing systems enabling genuine human-
machine collaboration.

Cognitive computing componentry is also being
developed at the chip level. Figure 3 highlights a
recent IBM-led DARPA-funded advancement pub-
lished in Science regarding the TrueNorth chip
(Merolla et al. 2014). Figure 4 shows the array of cores
that make up the chip and allow processing close to
the data. This “neuromorphic chip” has been used in
image-recognition tasks and other naturalistic input

tasks. The chip contains 5.4 billion transistors con-
nected to form an array of 1 million “digital neu-
rons” linked by 256 million digital synapses. The
chips are designed to be tiled into larger arrays, so a
10 x 10 array of chips would yield a 100 million neu-
ron and 25.6 billion synapse cognitive computing
module. A 32 x 32 array of such modules would in
turn be approximately approaching estimates of a
human brain’s 100 billion neurons and 100 trillion
synapses. TrueNorth uses a fraction of the power
required by conventional von Neumann chips simu-
lating digital neurons and synapses (Service 2014). A
multiobject recognition task with input of 400 x 240
pixel video at 30 frames per second consumes just 63
milliwatts. TrueNorth’s power density is 20 mW per
cm2, which is more than 1000 times less than a typ-

Figure 1. Commercialization of Cognitive Computing Componentry Circa 2014.
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ical central processing unit in a laptop or server
today.

The architectures of industrial strength cognitive
computing componentry are becoming increasing
diverse, at the hardware (von Neumann, neuromor-
phic, robotic), software (algorithms, knowledge
graphs, training and test data sets), and network
(cloud, Internet of Things) levels. As this componen-
try continues to evolve, key data sets and knowledge
graphs could become standard commodities, and in
some cases built directly into the hardware level. This
is especially true of historical and episodic data and
its manifestation in multiple languages and media
formats. More recent data sets require more com-
plexity to ensure security and privacy, as well as to
meet the challenges of nascent business and regula-
tory models (Ng et al. 2013). As more data sets are
built directly into the chip level, certain techniques
for building chips may have advantages over other
methods. The costs and benefits of self-assembled
neuromorphic devices, for example, will need to be
better understood (Avizienis et al. 2012). New pro-
gramming models are often required to program neu-
romorphic devices. Figure 5 illustrates the Corelet
programming language for the TrueNorth chip,
which requires converting input corresponding to
spiking patterns, processing the data through spiking

pattern transformations, and then converting spiking
patterns into output results (Amir et al. 2013).

Cognitive computing builds on and continues to
benefit from the work of artificial intelligence, cogni-
tive science, and neuroscience researchers as well as
researchers from other related fields. Broad availabil-
ity of industrial strength cognitive computing com-
ponentry will help researchers tackle even more
ambitious challenges by enabling cognitive systems
that boost creativity and productivity of researchers,
and accelerate discoveries. The design, development,
and delivery of cognitive systems will also be
improved by these advancements, in a positive feed-
back loop powered in part by the growth of big data
in multiple application domains.

Cognitive Systems for 
All Tasks and Professions

As cognitive computing componentry continues to
mature, and along with curated data sets enables cog-
nition as a service, cognitive systems that augment
and scale human expertise can be more rapidly devel-
oped and deployed.

The opportunity to increase the productivity and
creativity of professionals with the help of cognitive
assistants is becoming a reality, profession by profes-
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Figure 2. Watson Jeopardy! illustrated the 3 Ls of Language, Learning, and Levels.

Figure based on Brown (2013).
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sion. Furthermore, thanks to the triple helix collabo-
rations of university researchers, industry practition-
ers, and government funders, the pathways to creat-
ing more professional cognitive assistants are
becoming more clearly defined every day.

In particular, consider the website O*Net
OnLine,3 which provides a description of about one
thousand occupations. Each occupation described
on O*Net has a description of the tasks that profes-
sionals commonly perform as practitioners within
the occupation, as well as information about tools
and technologies, knowledge, skills, abilities, work
activities, work context, credentials, and other
aspects that in part define that occupation. Many of
these occuptions could be affected in some way by
the availability of cognitive assistants. Figure 6, for
example, shows that biochemical engineers (17-
2199.01 — the number O*Net has assigned) is an

occupation with a bright outlook with expected job
growth. 

One of the most important applications of cogni-
tive systems will be to accelerate discoveries made by
researchers sifting through mountains of data. For
example, consider biochemist and biophysicists (19-
1021.00) and biochemical engineers (17-2199.01)
working to understand cancers by searching for
kinases, or complex molecules that play a critical role
in cell metabolism. Important new kinases are typi-
cally discovered at the rate of one per year; however,
in one recent study, seven promising new kinases
were discovered in a fraction of a year when bio-
chemists used a cognitive system that had ingested
60,000 research papers focused on the p53 protein
involved in cell growth (Simonite 2013).

Next, consider the innovative chefs (chefs and
head cooks 35-1011.00) in Bon Appétit’s test kitchen
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Figure 3. TrueNorth, a Network Execution Engine, Is Cognitive Computing Componentry on a Chip.

Programming TrueNorth requires specifying: (1) the dynamics of each neuron, (2) the configuration of each crossbar (defines local con-
nectivity for each core), and (3) the routing of the network (which neurons are connected to which axon). Figure based on twitter feed by
Dharmendra Modha.2



(Bilow 2014). Chef Watson “helps cooks discover and
create original, totally unique recipes with the help of
flavor compound algorithms.” Training data consist
in part of Bon Appétit’s database of nearly 10,000
recipes that include many ingredients in diverse com-
binations, and grouped into culinary categories. In
addition, encyclopedic knowledge of complementary
flavors compounds and a Bayesian surprise estima-
tion method are used to inform search through
quadrillions of possibilities to realize a cognitive assis-
tant that helps chefs innovate (Varshney et al. 2013).

Often several occupations will have common tasks
and knowledge. For example, climate change ana-
lysts (19-2041.01), political scientists (19-3094.00),
and legislators (11-1031.00) must make legislative
recommendations based on analysis of relevant sci-
entific and economics reports. With the growth of
scientific and economic reports on multiple sides of
an issue, these professionals will benefit from cogni-
tive assistants. Cognitive systems that can debate on
many topics are beginning to appear (Cuthbertson
2014, Aharoni et al. 2014).

The impact of cognitive assistants can potentially
be quite large, especially for occupations with many
millions of workers globally. The number of call cen-
ter agents in the world is estimated to be more than
2 million, including customer service representatives
(43-4051.00), receptionists and information clerks (3-

4171.00), telemarketers (41-9041.00). Organizations
that provide this type of service often create enor-
mous data sets that can become the basis for data
curators to build training sets for cognitive assistants
(Mishne et al. 2005). Also, improved customer satis-
faction correlates with increased sales, justifying
investment in customer engagement advisors (IBM
2013).

Health care is another area where cognitive assis-
tants have enormous potential to improve perform-
ance, including physicians and surgeons (29-
1069.00), registered nurses (29-1141.00), and home
health aides (31-1011.00). The potential demand for
health-care cognitive assistants is enormous; for
example, the medical staff at Memorial Sloan Ketter-
ing treats more than 30,000 patients with cancer
every year (Basset 2014). These cognitive assistants
will need to have the ability to interpret diverse types
of medical data sets, including medical images (Ting
et al. 2013). Figures 7 and 8 illustrate the Watson
Pathways interface designed to make evidence-based
explanations easier for people to understand.

Within the corporate world, chief executives (11-
1011.00), business intelligence analysts (15-1199.08),
market research analysts (13-1161.00), investment
fund managers (11-9199.03), and the like, will also
benefit from cognitive assistants. After ingesting a
company’s strategy documents, competitive analysis
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Figure 4. TrueNorth Chip Has an Array of Cores Architecture.
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documents, and market segment analysis documents
into a cognitive system, teams of C-suite executives
can brainstorm strategies in a decision support envi-
ronment (Simonite 2014). The workplace of the
future will log conversations to encourage all team
members to contribute, check facts and assumptions
to highlight mistakes, boost the collective IQ of
teams, and retrieve relevant documents on the fly
(Popescu-Belis et al. 2008, Pentland 2014). Cognitive
assistants will also boost the productivity and cre-
ativity of executive administrative assistants (43-
6011.00), and this type of cognitive assistant will
benefit from deep knowledge of the social graphs of
organizations and industry networks (Erickson et al.
2008). For example, the e-Merridy project in IBM

Research uncovered issues concerning situational
awareness, knowledge management, and prioritiza-
tions of event streams that arise when one entity
assists another; such findings are proving useful in
the design of cognitive assistants in general.

Hard questions remain to be solved in order to
accelerate the development of cognitive assistants for
job tasks and professions. For example, can textbooks
or professional guidebooks be used as a basis for boot-
strapping cognitive assistants? How best can human
performance be measured in ways that allow com-
parison to machine capabilities? For use in complex
sociotechnical systems with teams of people and
their cognitive assistants, how best can interactions
be structured? As governments, foundations, and
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Figure 5. The Corelet Programming Language for Programming TrueNorth Chips Spiking Patterns.
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plines, often including engineering, computer sci-
ence, social sciences, behavioral sciences, and cogni-
tive science, paired with market knowledge to
increase its social benefit. Human-centered smart
service systems are where people, technology, organ-
izations, and information come together to co-create
value, both social and economic (Maglio, Kieliszews-
ki, and Spohrer 2010). From an industry perspective,
a variety of capabilities — cognitive, cloud, analytics,
mobile, social, secure, system of systems — combine
to enable the development of smarter systems at all
scales in business and society.

Spivak (2013) describes a world in which “…vast
cognitive capabilities of global CaaS [cognition as a
service] providers will be cheap and available via APIs
to every device from the nano scale up to the giant
global applications and services … a world where
everything is smart probably will be quite normal to
our grandkids. In their world cognition as a service
could be as ubiquitous as electricity is for us today.” 

But how can we get there? Hard research and
development problems remain. The design loop for
sociotechnical systems, especially human-centered
smart service system that augment and scale expert-
ise through cognitive assistants, can only be
improved through both improved multidisciplinary
collaborations at universities and better collaboration
among academia, industry, and government (Kline
1995). 

regional economic development groups look for high
return infrastructure investments, public-private
partnerships that link university researchers with
regional industry ecosystems to develop and deploy
cognitive assistants will become a priority. Augment-
ing and scaling the expertise of key professions
region by region will likely build on existing region-
al advantages and centers of excellence (Florida
2010).

Human Centered 
Smart Service Systems

Augmenting and scaling human expertise through
cognitive assistants is likely to emerge as the key to
sustainable advantage of organizations and regions,
because productivity and innovativeness of human
capital are both improved (Lewis 2005). The Nation-
al Science Foundation has begun to establish funding
programs aimed at human-centered smart service
systems to build needed innovation capacity (NSF
2013). Human-centered smart service systems can be
defined as sociotechnical systems that involve a tech-
nology platform, such as cognition as a service, large
numbers of customers who share information to real-
ize benefits, such as providing their cognitive assis-
tants with detailed user models, and an integration of
knowledge and technologies from a range of disci-
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Figure 6. O*Net OnLine Tasks Descriptions for Hundreds of Occupations.



To improve the design loop for sociotechnical sys-
tems, the cognitive capabilities must be feasible —
being developed by AI researchers; desirable — eval-
uated in the context of meaningful human tasks
where human performance measures are available on
specific standardized data sets; and viable — related
to occupations where improved performance gener-
ates significant social and/or economic benefits. 

For example, consider the socially significant work
of childcare workers (39-9011.00) and child, family,
and school social workers (21-1021.00). Augmenting
and scaling this type of human expertise through
cognitive assistants and smart environments can pro-
vide enormous social benefits, even if just a small
fraction of developmentally challenged children can
get appropriate interventions to help their language
and social skills develop. Economic returns of
between nearly 2 times and over 10 times are well
documented for early childhood interventions
(Karoly, Kilburn, and Cannon 2005). Early language
learning depends critically on joint attention
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between child and caregiver, and assessing joint
attention can be complex (Pusiol et al. 2014). 

Image understanding and video stream analysis
capabilities will be critical to develop cognitive assis-
tants for many occupations. In just the past four
years on one data set that has grown to 14 million
images, cognitive capabilities are showing large (four-
fold) performance improvements, due to factors
including improved algorithms and larger data sets
for training (Markoff 2014, Ramanathan et al. 2014).
Working with governments, foundations, and indus-
try to develop cognitive assistants for professionals,
including childcare workers, university researchers
can play a key role in improving the design loop for
sociotechnical systems and human-centered smart
service systems.

To further improve the design loop, augmenting
professions that deal with large data sets will be crit-
ical, including data warehousing specialists (15-
1199.07), clinical data managers (15-2041.02), and
curators (25-4012.00). To achieve artificial general

Figure 7. Watson Pathways for Health Care Generates Evidence-Based Explanations.
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Big Data and the Cognitive Computing Era

Big data is now a fact of life. Over the last decade, new kinds of unstructured data from social net-
works, streaming data, and online publications, as well as massive data emitted from sensors from

the physical world have outpaced traditional forms of structured data. And this will continue to grow
exponentially. The insights embedded in this massive amount of data can provide unprecedented
opportunities for business and social value. Data has indeed become one of our most precious
resources, and with its accelerated pace of evolution, its growing abundance will surely factor heav-
ily into the future trajectory of business and society.

From a macroeconomic viewpoint, another major trend over the last century is the rapid growth
of the service sector, which contributes more than 80 percent of the GDP of modern economies.
Knowledge-based service offerings are the biggest proportion of this growth. Knowledge work, which
is at the core of knowledge-based service growth, will change profoundly in the face of big data. The
value of future enterprises will be determined more and more by how well they enable knowledge
workers to mine the most important insights from big data.

Knowledge workers who have the ability to exploit the insights embedded in big data have the
potential to be hugely more effective than they have been in the past. These knowledge workers will
need new tools to extract insights out of modern big data, which is unstructured, noisy, and unreli-
able. These new tools cannot be built from the same techniques — manually specified rule-based
symbolic computing — that helped us exploit clean, structured data of the past. These new tools will
use machine learning and interact more naturally with us, providing evidence-based explanations of
candidate insights. Explicitly represented knowledge will itself become big data, and mining it will
reveal commonsense knowledge as well as uncommon insights. 

We call this emerging class of systems that learn and interact naturally with us to perform knowl-
edge work cognitive systems. For example, IBM’s Watson Business Unit is working with customers to
develop a family of systems that are capable of learning and interacting naturally in a variety of
domains. The future of cognitive systems goes beyond question answering to support discovery of
insights hidden in big data, such as in huge repositories of scientific literature, reasoning with evi-
dence to support or refute topics of discussion, and to go beyond textual data to images and videos.

In a few years, cognitive systems will help us perform complex tasks in almost every domain: from
health care to education to business strategy. Knowledge workers in nearly every domain will have
tools — or cognitive assistants — to help them penetrate and interpret huge amounts of data, solve
complex problems, and create new ideas. For example, a physician can connect information about
an individual’s genome, to that patient’s clinical history, to the vast body of experimental literature,
to diagnose and get better treatment options, with the help of cognitive systems. An educator can
accelerate learning by tying the content to an individual’s needs and goals compared to the current
precanned, monolithic systems today. A business leader can extract insights like demand patterns,
product acceptance, and competitive differentiators within markets to inform tactical and strategic
decisions. Similar arguments can be made for most knowledge-based professions.

As we move to this new era, concerns will emerge related to cybersecurity, privacy, and other
important societal dimensions. Since malicious events can happen very fast, how to react to prevent
disastrous consequences from such attacks is a major challenge. Also, there is a growing gap between
technology-enabled capability and the social and economic value that nations are able to derive from
that capability. Simply put, their educational and training institutions cannot supply the market
quickly enough with the skills required to take immediate advantage of new technologies. In large
measure, this is because the development cycle of technology, and its diffusion throughout the econ-
omy, has accelerated to a matter of months as opposed to years.

Every new era of technology, from the industrial era to the Internet era, has had a massive impact
on the world. Productivity goes up, professions are redefined, new professions are created, and cer-
tain professions become obsolete. Cognitive computing certainly has the potential to have such a
massive impact on the entire segment of knowledge-based professions.



intelligence, large child development data sets or
some equivalent could be required to boot up a
brain/mind with necessary capabilities to interact
with physical and social environments. The MIT
Media Labs Human Speechome Project provides an
example of the enormous amounts of data (for exam-
ple, 300,000 hours of video and audio) that can be
captured from early childhood, and the tools needed
to process and analyze it (Roy et al. 2006, Roy 2011).

Challenges and Opportunities
Many challenges remain — in fact, defining better
grand challenges is one of the challenges. While the
Turing test has inspired multiple generations of AI
researchers, it has also been criticized as driving shal-
low deception capabilities more than deep percep-
tion and reasoning capabilities (Marcus 2014).
Watching a video (for example, a news show, come-

dy movie, classroom lecture, and others) and answer-
ing questions, at least as well as people of specific
ages and cultural/language groups perform, would be
a better grand challenge of genuine human-level
intelligence. Several organizations have proposed
grade-level reading comprehension, as well as video-
watching deep question-answering systems as a bet-
ter grand challenge than the Turing test to drive the
development of useful cognitive computing compo-
nentry. However, designing a better grand challenge
is not easy, in part because almost any challenge can
be gamed by sufficiently clever people, as discovered
by those who proposed, “a TED talk given by a robot,
which has ingested all previous TED talks, and is
worthy of a standing ovation” (Poladian 2014).
Challenges are being sought that both advance a
deeper understanding of human cognition (science)
and give rise to useful cognitive computing compo-
nentry (engineering).
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Figure 8. Medium Level of Confidence in Hypothesis.



A different type of grand challenge is dealing with
public perception and formulating public policy in
the era of cognitive computing. In a recent survey by
Pew Research (Smith and Anderson 2014), most
respondents agreed “robotics and artificial intelli-
gence will permeate wide segments of daily life by
2025,” but 48 percent of the responses voiced con-
cerns that more jobs will be displaced than created,
at least in the short term, and “this will lead to vast
increases in income inequality, masses of people who
are effectively unemployable, and breakdowns in the
social order.” 

Perhaps in part because of views about accelerat-
ing technological change, two of the occupations
with a bright outlook according to O*NET OnLine
are social and human service assistants (21-1093.00)
and human resources specialists (13-1071.00). With
an estimated $100 billion spent on unemployment
benefits each year, cognitive systems have been pro-
posed as one way to augment and scale the expertise
of human service assistants to disrupt unemploy-
ment with innovation (Nordfors 2014). Others have
argued the merits of a basic income guarantee to deal
with these concerns (Walker 2014). Laws and rules
matter as much as technology and innovations in
sociotechnical systems. Therefore, as cognitive sys-
tems accelerate the augmentation and scaling of
human expertise, the design loop for sociotechnical
systems (Kline 1995) will become more explicit, forc-
ing more consideration of the rules for smart service
system operations as well as the role of universities
and other institutions driving new knowledge cre-
ation and “progress” (Spohrer, Piciocchi, and Bassano
2012; Spohrer et al. 2013). In a world where a single
cognitive system can contain billions of phrasal and
linguistic variations of hundreds of millions of con-
cepts, and hundreds of billions to trillions of rela-
tionships between those concepts, based on training
data that may exceed what an individual person
could experience in a lifetime, a better understanding
of knowledge in people in networks is needed (Hidal-
go 2011).

Another type of grand challenge relates to defini-
tions and measurements. If cognitive science is the
study of cognitive systems with different capabilities
evolved or built on different substrates, and artificial
intelligence is the study and construction of cogni-
tive systems with different capabilities built on dif-
ferent substrates, how can we measure these capabil-
ities? The term cognitive systems is tricky to define,
because it includes instances that are natural biolog-
ical systems (evolved) and artificial technological sys-
tems (built), as well as organizational aggregations in
networks (evolved and built). More than mere net-
works, we live in a rapidly evolving ecology of nest-
ed, networked cognitive systems entities. Measure-
ment requires comparison, and ultimately to
measure advances in cognitive science and artificial
intelligence, we need to make comparisons between

the capabilities of specific entities, as well as networks
of entities. The relationship between specific physi-
cal-symbol system entities, cognitive system entities,
and service system entities is an area for future explo-
ration (Simon 1980, Simon 1996, Spohrer and Maglio
2010).

At the same time that new grand challenges are
being defined, the opportunities to rapidly prototype
and deploy sophisticated cognitive systems is also on
the rise. Engineering a variety of cognitive systems is
getting easier due to the emergence of cognition as a
service that provides access to cognitive computing
componentry that can be composed and configured
through higher-level APIs. For example, a question-
answering service exposes an API that accepts a ques-
tion as natural language text and returns a set of can-
didate answers with corresponding confidence levels.
A machine translation service translates a natural lan-
guage sentence from one language to another. An
image-recognition service provides a taxonomy of rec-
ognized objects within an image. One can imagine an
application that combines the above three example
services to (1) recognize objects in a tourist’s image, (2)
find descriptive information about those objects by
asking questions, and then (3) translate the descrip-
tion into a different language. This fairly sophisticated
application can be constructed with a few lines of code
using a cloud platform. For example, the IBM Watson
Services on Bluemix1 is an example of such a platform
that provides services for natural language processing,
image and video processing, user modeling, knowl-
edge management, visualization, dialog management,
and a variety of other cognitive capabilities. Training
the above example services to new domains is a major
technical challenge with cognitive systems. For exam-
ple, question answering in a new domain, for exam-
ple, history of America, using current-generation
supervised learning techniques requires detailed anno-
tations on a corpus of ground truth data (larger the
better), and painstaking training cycles for the under-
lying machine-learning algorithms until the desired
accuracy is achieved. Within a cognitive cloud plat-
form, training APIs and tools for handling new
domains is an ongoing area of design and optimiza-
tion. Research is under way to apply transfer learning
and active learning techniques to improve the pro-
ductivity of the training methods. Future systems may
apply large-scale learning techniques to reduce the
manual supervision required for such services. While
the cognitive services described above can be thought
of as traditional passive software components that
react to API invocation, there is another class of proac-
tive cognitive services that may initiate various work-
flows based upon internal state changes — these have
been called cognitive agents. An example is a planning
agent that can proactively notify interested parties
(people or other cognitive components) about a new-
ly discovered better path to a goal, such as a travel des-
tination, a shopping objective, or a business outcome.
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Compositions of such proactive agents can be con-
structed to support a variety of scenarios from person-
al assistants to professional advisors.

Conclusions
The IBM Cognitive Systems Institute Group is being
established to improve industry, academic, and gov-
ernment focus on the opportunities to augment and
scale human expertise by advancing the state of the
art in cognitive computing, connecting artificial
intelligence, cognitive science, and other multidisci-
plinary researchers (Johnson 2013). The goals of this
new virtual organization include piloting new indus-
try-university programs that (1) advance progress on
next-generation grand challenges and provide access
to cognition as a service platform to build next-gen-
erations skills, (2) encourage more and better grant
proposals to government and foundation funding

agencies aimed at understanding and prototyping
cognitive assistants for important job tasks and occu-
pations, (3) improve the design loop on human-cen-
tered smart service systems by embedding industry
researchers in residence at universities, and (4) com-
pile point-of-view (POV) documents on the potential
impacts of cognitive systems on business and socie-
ty to encourage more multidisciplinary collaboration
on envisioning the future and reimaging work to
transform professions, industries, and regions. We
can ask the question “how much valuable work does
not get done because of the lack of access to expert-
ise within an organization or region?” By augment-
ing and scaling human expertise, industrial-strength
cognition as a service will boost the creativity and
productivity of people allowing more valuable work
to get done — including the work of artificial intelli-
gence and cognitive science researchers.

Of all the occupations mentioned in this article
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(figure 9), which is most important? The Internet pio-
neer Douglas E. Engelbart, who invented the com-
puter mouse and aspects of interactive computing,
had a perspective on this question. He advocated that
improving our ability to improve (“double-loop
learning”) was often neglected by organizations. For
example, industrial researchers work to improve
product and service offerings of their companies, but
which occupation improves the capabilities of those
researchers? Cognitive science, artificial intelligence,
neuroscience, and related researchers are unlocking
our ability to improve improvement through cogni-
tive assistants in the cognitive era. Unlike when the
authors of this article where students of artificial
intelligence, today there is a whole new level of
industry-tested cognitive computing componentry
on which to build. When Engelbart passed away in
2013, the world lost more than an important inven-
tor, but a pioneer and visionary whose quest to use
computers to improve improvement is in many ways
just now becoming a reality. Engelbart’s vision to
augment human intellect to address complex and
urgent problems is now at hand (Engelbart 1962,
Engelbart 1995). 
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