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B The American Association for Artificial
Intelligence presented its 2004 Fall Sym-
posium Series Friday through Sunday,
October 22-24 at the Hyatt Regency
Crystal City in Arlington, Virginia, adja-
cent to Washington, DC. The sympo-
sium series was preceded by a one-day Al
funding seminar. The topics of the eight
symposia in the 2004 Fall Symposia Se-
ries were: (1) Achieving Human-Level In-
telligence through Integrated Systems
and Research; (2) Artificial Multiagent
Learning; (3) Compositional Connec-
tionism in Cognitive Science; (4) Dia-
logue Systems for Health Communica-
tions; (5) The Intersection of Cognitive
Science and Robotics: From Interfaces to
Intelligence; (6) Making Pen-Based Inter-
action Intelligent and Natural; (7) Real-
Life Reinforcement Learning; and (8)
Style and Meaning in Language, Art, Mu-
sic, and Design.

he American Association for Ar-

I tificial Intelligence presented its
2004 Fall Symposium Series Fri-

day through Sunday, October 22-24 at
the Hyatt Regency Crystal City in Ar-
lington, Virginia, adjacent to Wash-
ington, DC. The symposium series was
preceded on Thursday, October 21 by
a one-day Al funding seminar, which
was open to all registered attendees.
The titles of the eight symposia in the
2004 AAAI Fall Symposia Series were:
(1) Achieving Human-Level Intelli-
gence through Integrated Systems and

98 Al MAGAZINE

Research; (2) Artificial Multiagent
Learning; (3) Compositional Connec-
tionism in Cognitive Science; (4) Dia-
logue Systems for Health Communica-
tions; (5) The Intersection of Cogni-
tive Science and Robotics: From Inter-
faces to Intelligence Making; (6) Pen-
Based Interaction Intelligent and Nat-
ural; (7) Real-Life Reinforcement
Learning; and (8) Style and Meaning
in Language, Art, Music, and Design.
Reports on each of these symposia are
included in this report.

The highlights of each symposium
were presented at a special plenary ses-
sion. Notes were prepared and dis-
tributed to participants in each sym-
posium, and papers from all but one of
the symposia (Real-Life Reinforcement
Learning) are also available as AAAI
Technical Reports.

The Al Funding Workshop

The AI Funding Workshop, held on
Thursday, October 21, 2004, provided
an opportunity for new and junior re-
searchers—as well as students and
postdoctoral fellows—to get an inside
look at what funding agencies expect
in proposals from prospective
grantees. Representatives and program
managers from various funding agen-
cies such as the Defense Advanced Re-
search Projects Agency (DARPA), the
National Science Foundation (NSF),
the Office of Naval Research (ONR),

and the Department of Homeland Se-
curity gave presentations. Several suc-
cessful researchers discussed what
they believed made them successful,
and provided advice on how to play
the funding game.

Achieving Human-Level
Intelligence through
Integrated Systems
and Research

The AAAI Fall Symposium on Achiev-
ing Human-Level Intelligence through
Integrated Systems and Research was
motivated by the belief that increasing
subfield specialization within the Al
community was causing the field to
lose sight of one of its original goals—
achieving human-level artificial intel-
ligence—and that combining the in-
sights of subfields into integrated sys-
tems and research programs could
renew progress towards this important
goal. Although these themes date back
at least to the work of Allan Newell, re-
cent progress and promising new ap-
proaches merited a symposium on the
topic.

Many participants presented work
that either developed or was based on
architectures whose purpose was in
part to enable the design of integrated
systems. Two insights that came from
this part of the symposium were that
(1) many underlying similarities and
points of contact exist between differ-
ent architectures that could potential-
ly enable work based on each one to
be integrated and (2) architectures
needed to incorporate multiple repre-
sentational formalisms and inference
methods to achieve human-level Al

Symposium attendees repeatedly
discussed the challenge of evaluating
integrated intelligent systems. There
was consensus among participants
that metrics in machine learning,
planning, and natural language pro-
cessing have driven advances in those
subfields, but that those metrics have
also distracted attention from how to
combine their methods to create sys-
tems with human-level intelligence.
Several ideas for metrics to evaluate
and motivate human-level Al work—
including tests of mental ability (IQ



tests, tests of creativity, tests of me-
chanical ability, and so on)—were dis-
cussed. Domains for motivating, test-
ing, and funding this research were
proposed (some during our joint ses-
sion with the Human-Robot and Com-
puter Interaction symposium), includ-
ing autonomous vehicle navigation,
synthetic characters for training, and
companion cognitive systems.

The participants proposed several
steps for advancing towards human-
level intelligence. These steps included
creating better methods of evaluating
progress; developing methods for boot-
strapping from existing intelligent sys-
tems to greater intelligence; compiling
lists of qualitative descriptions of prob-
lems that people solve; identifying and
implementing common reasoning,
planning, and learning abilities re-
quired by many domains; identifying
the neural circuitry that underlies hu-
man intelligence; and tackling prob-
lems involving a social dimension that
forces systems to behave in a plausibly
human manner.

Nick Cassimatis, Rensselaer Polytechnic

Institute

Artificial
Multiagent Learning

Multiagent learning as a community is
spread over fields as diverse as
robotics, evolutionary computation,
and networking. The goal of this sym-
posium was to bring together multia-
gent learning researchers from these
and other fields to discuss common is-
sues and interests. Multiagent systems
are the part of distributed Al that em-
phasizes the joint behaviors of at least
partly autonomous agents, in environ-
ments where constraints limit the de-
gree to which such agents may know
about the entire world state (including
one another). We strove to make the
topic of multiagent learning as inclu-
sive as possible: the application of ma-
chine learning to multiagent systems
(whether with a single learner or with
many).

Interest in multiagent learning has
grown rapidly in the last few years as
networking, simulation, software
agent, and robotic technologies have
become more easily accessible. Still,
multiagent learning faces daunting

game-theoretic and scalability chal-
lenges stemming from increasingly
large numbers of agents, more com-
plex agent behaviors, partially observ-
able environments, and mutual adap-
tation.

Seventeen papers were presented on
topics including reinforcement learn-
ing, evolutionary computation, multi-
agent simulation, game theory, dis-
tributed constraint satisfaction,
network analysis, and artificial life. In
addition to papers, the symposium
hosted discussion of problem domains
and literature surveys, plus demon-
stration of multiagent simulation sys-
tems and development environments.
The symposium cosponsored a joint
session and panel discussion with the
Real-Life Reinforcement Learning
Symposium.

The lion’s share of the symposium
papers focused on four major topics.
Foremost was analysis of stochastic
and repeated games with multiple
learners. This is a common topic in
multiagent learning literature, and it is
fraught with game-theoretic chal-
lenges due to the presence of multiple
learners “moving the goalposts” on
one another. Much of this topic deals
with guarantees of convergence to
Nash equilibria, and this singular focus
bore harsh criticism from one particu-
lar paper by Yoav Shoahm, Rob Powers,
and Trond Grenager (Stanford Univer-
sity). Another major topic was the evo-
lutionary discovery of efficient cooper-
ators through the use of tags. Here the
agents may choose whom to cooperate
with, and evolve into cliques that work
effectively with one another.

A number of papers dealt with evo-
lutionary and coevolutionary opti-
mization of teams of agents whose be-
haviors (such as robotic predator
functions) cannot easily be represented
as strategies for games. There are strong
theoretical relationships between this
area and the repeated game literature.
The paper by Elena Popovici and Ken-
neth De Jong (George Mason Universi-
ty) attempted to explain visually the
convergence properties—or lack there-
of—of coevolutionary optimization.

Finally, several papers presented
work in adaptive agents in a dynamic
network of communication. This area
brings together social network analy-
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sis, constraint satisfaction, and graph
theory. The topic is of increasing inter-
est with the advent of peer-to-peer net-
work services and with ad-hoc wireless
networks among mobile agents.

This symposium continues a tradi-
tion of multiagent learning symposia
that began with the 2002 AAAI Spring
Symposium on Collaborative Learning
Agents. A future opportunity to con-
tinue the discussion will come at the
AAAI-O5 workshop on multiagent
learning this coming July, 2005.

Sean Luke, George Mason University

Compositional
Connectionism in
Cognitive Science

Compositionality (the ability to com-
bine constituents recursively) is gener-
ally taken to be essential to the open-
ended productivity of perception,
cognition, language, and other human
capabilities aspired to by Al Ultimate-
ly, the neural networks of the brain
implement these capabilities, yet con-
nectionist models have had difficulties
with compositionality. This sympo-
sium brought together connectionist
and nonconnectionist researchers to
discuss and debate compositionality
and connectionism.

The aim of the symposium was to
expose connectionist researchers to
the broadest possible range of concep-
tions of composition—including those
conceptions that pose the greatest
challenge for connectionism—while
simultaneously alerting other AI and
cognitive science researchers to the
range of possibilities for connectionist
implementation of composition. We
therefore welcomed and encouraged
submissions from both proponents
and critics of connectionist represen-
tations, as long as the work described
focuses on compositionality in the
context of Al or cognitive science.

The symposium was characterized
by a wide variety of approaches to the
compositionality issues—including
holographic reduced representations,
Hebbian learning, fractals, and linear
logic—and by vigorous debate on both
the fundamental questions and the
merits of these approaches. A point of
agreement that emerged from these
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discussions was the significant differ-
ence between (1) research concerned
with the compositional nature of cog-
nitive representations useful to Al and
other practical domains, and (2) re-
search whose primary focus is model-
ing specific empirically observed pat-
terns in human language. The latter
approach was championed by Jeff El-
man (University of San Diego), our
first plenary speaker, whose talk de-
scribed the surprising level of gram-
matical richness that can be learned
by his simple recurrent network mod-
el. The two approaches were unified in
the second plenary talk by Mark Steed-
man (University of Edinburgh), who
described how such linguistic patterns
might have emerged from the cogni-
tive constraints imposed by planning
tasks in primates.

Other highlights of the meeting in-
cluded a panel discussion on the rela-
tive merits of vector-based methods
against temporal-synchrony methods
in solving the notorious variable-bind-
ing problem, led by Tony Plate and
John Hummel (University of Califor-
nia, Los Angeles), and a related presen-
tation of recent work on that topic by
Ross Gayler (La Trobe University).

Simon D. Levy, Washington and Lee

University; Ross Gayler, La Trobe Uni-

versity; Pentti Kanerva, Redwood Neu-

roscience Institute; Chris Eliasmith,

University of Waterloo

Dialogue Systems for
Health Communication

There is a growing body of research
over the last two decades in both arti-
ficial intelligence (particularly in auto-
mated dialogue systems) and health-
care (including health communica-
tion, health behavior change, and
medical informatics) focusing on the
development of automated systems
that interact directly with patients to
achieve health education and behav-
ior change. This symposium was a first
attempt to bring these two research
communities together. This area of re-
search will have a potentially large im-
pact on society, given that it can ad-
dress health-behavior problems such
as smoking, poor diet, lack of exercise,
and medication nonadherence—prob-
lems that have been blamed for up to
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60 percent of the $1.2 trillion per year
spent on healthcare in the United
States.

Twenty-six participants attended
the symposium. They came from in-
dustry, government, and academe.
The eleven paper presentations ranged
from descriptions of fielded systems
using a variety of interactive media
(PDAs, telephones, wearable devices,
desktop computers, speech, embodied
conversational agents, and interactive
computer games) to general methods
for dialogue planning, representation
and text generation of uncertain infor-
mation, and system evaluation. Appli-
cations spanned health behavior
change, chronic disease management,
social support for caregivers, genetics
counseling, administration of in-
formed consent, emergency room
triage, medication adherence, and re-
al-time speech-based machine transla-
tion for physicians. Papers were also
presented on methods for diagnosing
medical and mental health conditions
based on speech and written language
samples.

Invited talks were given by Robert
Friedman, M.D., a professor of
medicine at the Boston University
School of Medicine, and Geoffrey
Clapp, CTO of HealthHero Network.
Both speakers have experience fielding
health dialogue systems and conduct-
ing clinical trials involving thousands
of patients. The results of these trials
have shown that the systems are effi-
cacious, and they have been used for a
wide range of applications in health
behavior change and chronic disease
management.

One panel discussion covered the
topic of whether health dialogue sys-
tems constitute a unique field of in-
quiry or just an application area. Sev-
eral unique aspects of these systems
were identified, including the special
needs for privacy and security; reliabil-
ity; long-term use (up to a lifetime for
chronic disease management); conti-
nuity and persistence of dialogue state
between uses; negotiation of treat-
ment regimens; and establishing and
maintaining trust and social bonds be-
tween automated healthcare providers
and patients. A second panel discussed
tools, scripts and corpora that could be
shared by researchers working in this

area. A brainstorming session was also
spent on the challenge problem of
how health dialogue systems can mo-
tivate users to stay engaged with them
over months or years of repeated use.
Many ideas were generated, ranging
from the humorous (involving addic-
tive substances) to the theoretical.

Because of the strong attendance at
the symposium and the high interest
by participants there are plans to con-
tinue activities in this area at future
AAALI fall symposia and other venues.
Information on the symposium and
related information can be found at
the symposium Web site.!

Timothy Bickmore, Boston University

School of Medicine

The Intersection of
Cognitive Science and
Robotics: From Interfaces
to Intelligence

Principles and methodologies from
cognitive science are beginning to be
applied to autonomous robots. The
use of cognitive science in robotics
takes varied forms, from using com-
putational cognitive models as rea-
soning mechanisms for robots, to the
design and control of human-robot
interaction (HRI). This interdisci-
plinary symposium brought together
researchers in robotics, cognitive sci-
ence, and human-machine interfaces,
as well as philosophy, mathematics,
and ethics, to examine this emerging
area.

Because this was an interdisciplinary
symposium, we set definitions ahead
of time. We focused on cognitive sci-
ence work that had some cognitive
plausibility (that is, it could arguably
be claimed that the representation,
strategies, and/or actions had some ba-
sis in human cognition) or “person in
the-loop” issues. We also focused on
robotics work that emphasized embod-
ied systems, such as mobile robots and
autonomous vehicles, not just software
agents.

The symposium consisted of short
and long presentations, extended dis-
cussion periods, and joint sessions
with other symposia. Presented work
covered a wide range of topics, includ-



ing (1) the use of computational cog-
nitive models as reasoning mecha-
nisms in robots and as a model of hu-
mans or other agents with whom the
robot must interact; (2) models of
emotion; (3) human subject studies to
determine effective interaction models
for a given role and task domain; (4)
development of cognitively plausible
memory models and their affect in
several applications; (5) human-robot
interaction studies; and (6) using cog-
nitive methods for visual processing
and understanding.

Several themes emerged in many of
the talks. Higher-level cognitive com-
patibility is important for HRI because
it results in reduced cognitive load,
thus making the robot actions and in-
tentions easier to understand (and
therefore making it easier to recognize
and fix misunderstandings), and also
making the robot more predictable
(and therefore helping to engender
trust, among other benefits). Inferring
intents, goals, and motivations, taking
visual perspective, imitation learning,
and spatial reasoning were all identi-
fied as important for human-robot col-
laboration, communication, and
learning.

Two of our sessions were held with
other symposia. In the early afternoon
on the second day, we joined the Real
Life Reinforcement Learning sympo-
sium. In the late afternoon, partici-
pants of the Achieving Human-Level
Intelligence through Integrated Sys-
tems and Research symposium joined
us. Each symposium supplied a speak-
er and allowed time for discussion.

On the final day we held a session
where we thought about where cogni-
tion in robots might lead in the far fu-
ture, and also had a spirited philosoph-
ical discussion of safety and ethics.

Alan C. Schultz, Naval Research

Laboratory

Making Pen-Based
Interaction Intelligent
and Natural

As personal digital assistants (PDAs)
and tablet computers grow in com-
mercial popularity, researchers in pen-
based computing are faced with the
challenge of moving these interfaces

forward. We need to look beyond
handwriting recognition, and beyond
simple ink note-taking, to learn what
it takes to create systems whose inter-
faces are as fluid and natural as draw-
ing on paper, and yet invested with
the power of symbolic computation.
How can freehand sketches and dia-
grams be interpreted? How can do-
main knowledge be represented and
used in sketch interpretation? How
can we incorporate diverse streams of
information about sketches—spatial,
temporal, video, audio—to resolve
ambiguity and achieve greater accura-
cy? What novel user interfaces can be
driven by sketching?

These questions and others drew
thirty-two researchers, a cross-section
of the artificial intelligence and hu-
man-computer interaction (HCI) com-
munities from both academe and in-
dustry, to meet at this symposium.

Invited speaker Gordon Kurtenbach
(Alias Systems) delivered an entertain-
ing and enlightening talk that chal-
lenged the symposium to reconsider
what we mean by “natural.” Using ex-
amples from a decade of research on
user interfaces, both pen-based and
otherwise, Kurtenbach argued that
naturalness depends strongly on con-
text, culture, and expertise.

The twenty-five papers presented at
the symposium ran the gamut from
low-level recognition to high-level ap-
plications. Issues discussed fell rough-
ly into five areas: (1) early stages of
recognition, in which raw ink strokes
are segmented and interpreted as line
segments, arcs, and other simple geo-
metric shapes; (2) late-stage recogni-
tion, in which shapes are combined
into symbols and relationships are dis-
covered using domain knowledge; (3)
sketches of three-dimensional objects
or inside three-dimensional environ-
ments; (4) applications, including an-
imation, lecture annotation, and
sketch beautification; and (5) user in-
terface issues, including design guide-
lines and techniques for reducing
mode errors in sketching interfaces.

Demonstration sessions, held just
before dinner each day, were the high-
lights of the symposium, offering par-
ticipants a chance to see new systems
in action.

A working lunch session on the last
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day focused on a discussion of re-
search issues and possible “killer” ap-
plications for pen-based computing.
Among the issues identified were how
to manage the tradeoffs of domain de-
pendence; how to design sketching in-
terfaces that are easy for novice users,
but transition smoothly to efficient
and powerful use by experts; and how
to develop more infrastructure for the
pen-based research community, in-
cluding not only corpora but also stan-
dard interfaces, prototyping tools, and
evaluation methods.
Randall Davis, Massachusetts Institute
of Technology; James Landay, Universi-
ty of Washington; Rob Miller, Mas-
sachusetts Institute of Technology; Eric
Saund, Palo Alto Research Center; Tom
Stahovich, University of California,
Riverside

Real-Life Reinforcement
Learning

The Real-Life Reinforcement Learning
(RLRL) symposium brought together
researchers interested in developing
intelligent systems that make deci-
sions by attempting to maximize some
measurable performance objective.
The emphasis of the symposium was
on discussing algorithms that are ef-
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fective when learning from “real-life”
(measured) data. The goal was to build
a community by highlighting existing
RLRL efforts and sharing experiences
and approaches that have been
demonstrated to be successful.

The meeting attracted approximate-
ly fifty participants from five coun-
tries. We were gratified to hear from an
insightful and enthusiastic collection
of researchers including a few rein-
forcement-learning pioneers and even
several reluctant “converts” who dis-
covered the utility of reinforcement-
learning approaches when other tech-
niques had failed them.

As the focus of the meeting was on
learning systems that interact with re-
al life environments, many of our pre-
sentations concerned robotic applica-
tions. Learning in a robotics setting is
especially challenging due to expen-
sive exploration and noisy sensors. A
wide variety of robotic subproblems
were described including motion plan-
ning, navigation, grasping and manip-
ulation, and active-sensing strategies.
The robotic platforms discussed in-
cluded Lego Mindstorms, Sony Aibo
legged robots, an air-hockey-playing
torso, and a baseball bat swinging arm.
The presenters advocated robotic ex-
amples as among the most exciting
domains for studying RLRL.

Other interesting problem domains
that were also described included con-
trol in detailed simulations (automo-
tive, rocketry, and computer games),
computer-system resource allocation,
financial trading, and process control.
While the expense of exploration in
these domains is often less than in
robotic domains, the sheer combina-
torics of some of these problems made
them just as daunting.

In addition to focused presenta-
tions, we undertook a series of more
open-ended discussions on topics
ranging from the Al problem, multia-
gent learning, hierarchical representa-
tions, to cognitive robotics. We also
participated in two shared sessions
with the Artificial Multi-Agent Learn-
ing and The Intersection of Cognitive
Science and Robotics symposia, and
benefited from the unique perspec-
tives these communities provided.

As the meeting wrapped up, the par-
ticipants expressed a willingness to
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continue our community-building ef-
forts. Ongoing projects include creat-
ing a repository of real-life RL exam-
ples, assembling a web page
debunking harmful myths about rein-
forcement learning, and planning a
journal special issue on the topic. The
papers from this symposium were not
published.

Michael Littman, Rutgers University;

Satinder Singh, University of Michigan

Style and Meaning in
Language, Art, Music,
and Design

This highly multidisciplinary sympo-
sium brought together researchers
working with computational models
for style in a great variety of domains,
including the visual arts, music, natu-
ral language, theater and cinema,
game playing, and architecture. Dur-
ing very stimulating meetings we ex-
plored many different perspectives on
style and its role in various facets of
human behavior, attempting to create
an integrated research community
from our heretofore disparate research
enterprises.

There was broad agreement that
style is generally expressed by a con-
fluence of a great many small surface
details in any particular work (paint-
ing, concerto, essay), which collective-
ly point towards a particular coherent
interpretation of a feeling or identity.
This distributed character of stylistic
expression was commented upon by
several speakers, and was contrasted
with the compositionality of classical
denotational accounts of meaning.
But style is far more than just a collec-
tion of features, and a deeper under-
standing must also take into account
the history and social context of a
work. That is, production constraints,
whether externally or internally im-
posed, are key to understanding how
features may cohere into a recogniz-
able style. Also relevant was the obser-
vation of how stylistic patterns may be
fundamentally altered by perceivers
changing point of view, underscoring
the essentially context-sensitive na-
ture of stylistic apperception.

At a high level, three main perspec-
tives as to style’s place in cognitive

processing were discussed. One view
of style had it emerging from an inter-
action between production con-
straints and a coherent (though possi-
bly initially vague) artistic vision. An
opposed view of style saw it as a real-
ization of explicit affective and inter-
personal goals, via many small fea-
tures distributed in a work. A third
notion of style was a consistent strate-
gic stance enabling decision-making
when various alternatives seem equal-
ly good from a utility-theoretic per-
spective. More specific approaches to
analyzing stylistic features of works in
various media were discussed, includ-
ing the role of metaphor in stylistic
expression, anticipation and familiar-
ity in emotional response, rules of
style in construction of a stylistic ide-
al, and functional and rhetorical orga-
nization in constructing a style for a
community of discourse.

It was clear that whatever it really
is, style is an essential part of human
intelligence, and that a computation-
al understanding of style becomes
more important as our lives become
intertwined with a ubiquitous infor-
mation load and ever-more capable
information technologies. In terms of
applications, we all agreed that style
research will be increasingly central in
building bridges of understanding be-
tween people and intelligent systems
in areas such as machine translation,
user-adaptive interfaces, or intelligent
agents. Beyond applications, though,
an understanding of style, from the
mundane (peoples’ walking styles, for
example) to the sublime (Monet’s
lilies, or Beethoven'’s symphonies), is
fundamental to understanding what
it means to be human. A new commu-
nity is coalescing to study this age-old
problem, informed by the diverse tra-
ditions of artificial intelligence, cogni-
tive science, and psychology, together
with humanities scholarship, artistic
expression, and philosophical in-
quiry.

Shlomo Argamon, Illinois Institute of

Technology; Shlomo Dubnov, Univer-

sity of California at San Diego

Note

1. www.misu.bmc.org/~bickmore/dshc/





