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tion. For the scientist with a valuable
new product, the existence of relevant
law is frequently of interest only to
the extent that it might get in the
way. The process of change is viewed
as an obstacle rather than an opportu-
nity. Although common, this view is
quite ironic. If those responsible for
making the rules lack access to need-
ed sources of expertise, those who
must live with the rules will face
needlessly imperfect handiwork.

As technological developments that
remove ever-increasing numbers of
cognitive tasks from human control
alter the assumptions upon which
current legal rules are based, the
emergence of artificial intelligence
(AI) systems will pose a significant
challenge to the institutions responsi-
ble for creating law. It is important for
innovators in the AI community to
understand both the assumptions and
the rules, so that the law can be
improved where possible and avoided
where necessary. As AI products con-
tinue to attain greater commercial
prominence and, thereby, touch larger
segments of society, AI practitioners
will find three substantive legal fields
increasingly influential: intellectual
property, tort, and evidentiary law.
This article is an attempt to introduce
a changing legal structure to those
who will be most directly affected by
its evolution.

Intellectual Property

All software programs, regardless of
purpose or complexity, exhibit a com-
mon vulnerability: They are expen-
sive to create but relatively easy to
reproduce. Over the years, software
developers have relied on a triad of
legal protection mechanisms to retain
proprietary control over their work:
copyright registration, patent protec-

echnological advances are usual-
ly shadowed by changes in the

legal system. As the daily subject
matter facing judges and lawyers
evolves, new issues, priorities, and
dangers emerge. The dimensions of
familiar rights and obligations soon
become outmoded or appear increas-
ingly ambiguous in the face of the
unfamiliar, and some sort of response
eventually ensues. Ideally, the
response represents a process of
accommodation between the old law
and new needs. The reality, however,
is often quite different.

In the United States, earlier deci-
sions constrain the development of
new legal principles by the judiciary.
Lower-court judges are obligated to
follow the past edicts of courts posi-
tioned above them in the judicial hier-
archy, and even those standing at the
highest levels are reluctant to disturb
established precedent unless a depar-
ture is clearly warranted. Legislatures,
although not bound by prior law,
must strike a balance among compet-
ing political interests before enacting
change. The point is that unless they
are faced with a disturbance of cata-
clysmic proportions, the engines of
legal progress will not likely move
with breakneck speed.

One would imagine that such iner-
tial propensities run contrary to the
desires of the innovators whose activi-
ties and livelihoods are actually
touched by regulation. One might
envision those gallant entrepreneurial
warriors, whose quest for the future
has been interrupted by legal con-
straints of the past, struggling to
extract movement from ponderous
lawmakers. Yet, all too often, even
the ones who stand to lose most from
flawed legal precepts remain equally
passive at the stage of policy formula-
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tion, and the law of trade secrets.
Each of these protective schemes
emerged well before the advent of dig-
ital computers. As they have been
recruited for application to contempo-
rary technologies, deficiencies and
inconsistencies have been discovered;
pondered; and, to some extent, reme-
died. Yet despite recent efforts, the
current system remains a patchwork
scheme containing worrisome gaps
and unnecessary overlap. The emer-
gence of AI software can be expected
to place additional strain on archaic
conceptual foundations and over-
worked adaptations.

Copyright
Copyright registration was originally
intended to provide authors with a
means of protecting literary works.1
As newer modes of aesthetic and
intellectual expression became avail-
able, the terms of the Copyright Act
were broadened to include them. In
its present incarnation (the 1976 Act,
Title 17 of the U.S. Code), copyright
registration and protection are made
available for "original work[s] of
authorship fixed in any tangible medi-
um of expression."2 Computer soft-
ware occupied a controversial status
for many years. Although computer
programs can be perceived and com-
prehended by humans, their chief
function is not to inspire human
thought. Programs are written to
direct the operation of digital elec-
tronic components. This utilitarian
role was considered by many to fall
outside the spirit of a system intended
to protect expressive creations.3

Although written, a program is not a
literary work in the everyday sense
because its primary audience is non-
human.

Despite the uncomfortable fit, by
the early 1970s Congress became con-
vinced that copyright protection for
computer software was an idea whose
time had come. Prior to enacting the
1976 Act, it created the National
Commission on New Technology
Uses of Copyrighted Works (CONTU)
to consider the issue. The recommen-
dations of CONTU were incorporated
into the 1980 amendments to the
1976 Act. These provisions clarified
the law in several respects, most

notably by explicitly defining comput-
er programs and bringing them under
the terms of the Act. Registering soft-
ware is now a simple matter of filing
the proper form and submitting a
nominal fee.4 Far less clear, however,
is exactly what is protected once such
a filing is made.

Copyright Law: 
Ideas versus Expressions

A fundamental tenet of copyright law
is that protection is limited to an
author's expression; it does not extend
to the underlying ideas.5 This princi-
ple is well suited to forms of work
whose valued content is wholly con-
tained within the expression. For
works of literature or films, protec-
tion of the author's chosen words, for-
mat, and style is sufficient to guard
against theft of the creative effort.
Computer programs, however, direct
the execution of purposive tasks.
Depending on the breadth and gener-
ality of the programmer's approach,
many coding routes can be available
to implement an identical set of sym-
bolic or mathematic operations. Pro-
tecting a single version, then, ordinar-
ily cannot protect the underlying
solution.

Although this copyright restriction
suggests that the level of protection
will be enhanced by intrinsic pro-
gramming limitations, the opposite is
actually true. In fact, if a particular
program captures its underlying
methodology too well, copyright pro-
tection can be lost altogether: Courts
will not support an infringement
action if too few alternative means of
expression exist. In such cases, the
idea is said to merge with the expres-
sion, rendering both unprotectible.6

This concept was applied to computer
programs in Apple Computer, Inc. v.
Franklin Computer Corp.,7 which
involved Apple's operating system
software. As long as other programs
can be written that perform the same
function as the Apple software, said
the court, that software can be copy-
righted.8

The bottom line is that copyright
protects implementation far better
than function. It is most effectively
used for software that embodies uno-
riginal ideas executed by means of a

particular technique or in conjunction
with a distinctive format. The simpler
the programming task, the more reli-
able the protection is under the copy-
right laws.

Still, the subject matter of copyright
must extend beyond bare expression
in order for protection to be meaning-
ful. If infringement actions could be
won only against those who slavishly
copy, registered works could be readi-
ly appropriated through trivial addi-
tions or deletions. The standard of
comparison for infringement, there-
fore, has been defined by the courts as
"substantial similarity" rather than
pure congruence. It is through this
deliberately inexact test that some
ideas achieve copyright protection.
Where expression ends and unpro-
tectible ideas begin, however, is a line
drawn differently by different judges.

The key inquiry lies in determining
what it is that makes a particular
computer program unique. A novel's
distinctiveness does not reside solely
in the author's choice of words or
grammar but extends to the interplay
of characters, plot, dialogue, and
theme. Yet, no court would extend
protection to all these elements
because they inevitably embody ideas
that would enlarge the author's
monopoly to an unwanted extent.
Were Shakespeare alive to copyright
his works, his quill would not fore-
close others from expounding on the
death of Julius Caesar, nor would
West Side Story infringe Romeo and
Juliet. Instead, courts attempt to draw
the line of substantial similarity by
searching for a work's essential fea-
tures, assessing the extent to which
these features have been reproduced
by the defendant and according pro-
tection to identifiable aspects of the
work that fall short of the abstract.
Textual similarity is obviously the
easiest way to prove infringement,
though it is not the only way. Howev-
er, because literal copying is simpler
to police objectively than paraphras-
ing or rearranging, plaintiffs are
required to demonstrate more com-
prehensive duplication of nonliteral
elements than of the words them-
selves.

For computer programs, similarity
of source or object code must likewise
comprise only a first step in deciding
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whether two software packages are
substantially similar. Program logic,
data structures, and the form of out-
put embody crucial elements of the
programmer's design efforts. Courts
must now apply established principles
in unfamiliar territory. In a recent pro-
nouncement on the subject, the Unit-
ed States Court of Appeals for the
Third Circuit chose the following rule
to distinguish idea from expression in
the software context:

[T]he line between idea and
expression may be drawn with
reference to the end sought to be
achieved by the work in question.
In other words, the purpose or
function of a utilitarian work
would be the work's idea, and
everything that is not necessary
to that purpose or function would
be part of the expression of the
idea.9

The court reasoned that where vari-
ous means of achieving the desired
goal exist, the particular route chosen
is not essential to this goal—and,
hence, can be protected as expression.

A similarly broad view was taken
by a Georgia federal district court in
Digital Communications Associates,
Inc. v. Softklone Distributing Corp.10

In this case, the court upheld the
validity of Digital Communications
Associates' (DCA) copyright of its
CROSSTALK XVI status screen and
found the status screen of its competi-
tor's product to infringe this copy-
right. The "idea," said the court, was
the process or manner by which the
status screen operates and the "expres-
sion" the method of communication
to the user. Applying this rule, the
court found (1) the use of a screen to
reflect the program's status, (2) the
use of a command-driven program,
and (3) the typing of two symbols to
activate a specific command to be
ideas. Portions of the status screen
unrelated to program function, such
as the arrangement and style of dis-
played terms, were viewed as pro-
tectible expression.

Current commercially targeted AI
products, such as expert systems,
derive their capabilities from ideas to
a much greater degree than from pro-
gram expression. Before actual pro-
gramming can even begin, a working
inference structure must be developed

through laborious debriefing of
human experts and thorough explo-
ration of possible interactions among
the distilled rules. Once the knowl-
edge base is defined, however, com-
puter implementation is straightfor-
ward; indeed, advertisements routine-
ly appear in technical journals for
expert system-development software
designed to provide an empty shell
into which completed knowledge
structures can be loaded.

Such idea-driven software systems
make poor candidates for copyright
protection. Although the opinions in
Whelan (see footnote 9) and DCA are
relatively liberal, it is questionable
whether they can be extended beyond
program-bound features such as dis-
play formats, system architecture, and
coding patterns. The knowledge base
of a complex production system repre-
sents a working methodology for
drawing conclusions within a specific
domain, regardless of whether it is
actually reduced to practice on a com-
puter and, thus, can be said to possess
an existence separate from its facilita-
tive software. Whether courts will
view such systems as lying closer to
mathematical algorithms, which are
purely cognitive and, therefore, not
copyrightable, or the computational
structures and organizations that have
been accorded protection, remains to
be seen.

Copyright Law: 
The Problem of Fixation

An essential prerequisite to obtain
copyright is "fixation in a tangible
medium of expression."11 The price an
author pays for protection under the
copyright laws is the work's availabil-
ity to the public. The Copyright
Office requires that some form of the
work be deposited as a condition of
registration, ensuring access both for
inspection and as a means of verifying
authenticity in later infringement
actions.

Fixation occurs when the work
assumes a form sufficiently perma-
nent or stable to permit it to be per-
ceived, reproduced, or otherwise com-
municated for a period of more than
transitory duration.12 For the kinds of
static compositions originally con-
templated as objects of copyright, the

… unless they are faced
with a disturbance of

cataclysmic proportions,
the engines of legal

progress will not likely
move with breakneck

speed.
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requirement is fulfilled as soon as the
work enters a form more tangible
than the author's imagination. A
problem is also not posed for current-
day software: Although program code
undergoes various transformations
during program execution, the basic
structure remains sufficiently stable
that no one is terribly worried about
the loss of copyright for intermediate
states.

The development of computer pro-
grams capable of self-modification and
self-update might well result in class-
es of software incapable of proper fixa-
tion. Nonmonotonic logic, the basis
for much of the current research in
machine learning, illustrates the kind
of dynamics that can prevent the
description of program contents in a
manner acceptable to the Copyright
Office. Program logic is said to be
nonmonotonic when the introduction
of new information results in the pro-
duction of revised conclusions.13

Although execution of a monotonic
program results in return to the initial
coding pattern at completion, non-
monotonic systems can wind up with
code that differs from the initial state
precisely as a result of execution. The
greater the deviation, the lower the
degree of resemblance is to the origi-
nal version that was deposited and,
therefore, the less meaningful this
deposit. A program that cannot offer a
basis for comparison at any point in
time stands to lose copyright protec-
tion.14

From a purely conceptual view-
point, the danger might appear mini-
mal. The product of self-modification
would undoubtedly qualify as a
derivative work falling within the
original author's ownership. The
copyright laws have also been modi-
fied so that registration and deposit

are no longer indispensable. Although
the 1976 Act offers certain procedural
advantages to authors who register
their works, the power to sue for
infringement attaches at the moment
of fixation.15 Hence, all successive
phases of a dynamic program's exis-
tence are theoretically covered as long
as they remain in existence for more
than a fleeting instant.

As a practical matter, however,
potential difficulties abound and will
increase with software power. The
simplest nonmonotonic systems,
which might alter search or inference
patterns in response to a new user-
specified fact, present the fewest ques-
tions. For example, an expert system
based on a relatively limited number
of rules could be programmed to save
discarded rules and record the source
of the modification. This capability
would permit tracing back to the orig-
inal copyrighted version. The prospect
of coauthorship by the user (see Copy-
right Law: Joint Authorship) would
also not present an issue. It is unlike-
ly that a program user could appropri-
ate the designer's copyright based on a
contribution to the resulting new pro-
gram form; merely supplying new
information can hardly be considered
an act of authorship. The interactive,
stepwise manner of knowledge
enhancement would also permit an
owner to re-register the program after
each successive modification.

Substantial quandaries surface as
user participation increases or knowl-
edge acquisition becomes an automat-
ic feature of program operation.
Autonomous data gathering, although
clearly a future objective, offers the
possibility of software that evolves
like an independent organism. Con-
sider a self-updating expert system
that monitors developments in rele-

vant technical fields without assis-
tance, determines when incorporation
of new information into the knowl-
edge base appears necessary, and per-
forms the required internal accommo-
dation directly. Unless each stage is
separately preserved somewhere, how
could an infringement action be main-
tained? More precisely, how could the
copyright owner overcome an
infringer's defense of independent cre-
ation when even a slavishly copied
version cannot be readily traced to the
original copyrighted program? Copy-
right protection might well elude
fluid programming structures unless
coding style is sufficiently distinctive,
or complete program records are tena-
ciously maintained.

Copyright Law: Joint Authorship

Research is progressing in the fields of
computer-aided software engineering
(CASE), computer-aided design (CAD),
and computer-aided manufacture
(CAM) at a sufficiently encouraging
rate that the prospect of computers
producing works of independent, orig-
inal authorship no longer appears con-
jectural. Nonetheless, no anticipatory
provisions were included in the 1976
Act or 1980 amendments because
CONTU considered AI too primitive
an area of computer science to war-
rant concern.16 CONTU viewed com-
puters as "inert instruments" inca-
pable of producing output more origi-
nal than the generative instructions
entered by a human programmer. This
conclusion was recently criticized by
another congressional body, the Office
of Technology Assessment (OTA). In a
1986 report which exhibits a more
sophisticated awareness of technologi-
cal potential than that of CONTU,
OTA stated:
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It is misleading, however, to
think of programs as inert tools of
creation, in the sense that cam-
eras, typewriters, or any other
tools of creation are inert. More-
over, CONTU's comparison of a
computer to other instruments of
creation begs the question of
whether interactive computing
employs the computer as co-cre-
ator, rather than as an instrument
of creation. It is still an open
question whether the pro-
grammed computer is unlike
other tools of creation.17

Unless Congress reconsiders the issue
soon, it will be up to the courts to
decide whether and to what extent
the copyright laws apply to computer-
generated works.

The output of most current-day
computer programs does not raise
copyright issues. Today's mass-mar-
keted software simply effectuates user
commands in the mechanical fashion
expressed by CONTU, operating as
sophisticated electronic tools; little
originality or creativity is contributed
by program operation. However, ques-
tions of derivative ownership will
arise as software becomes capable of
producing integrated, reusable solu-
tions to user-defined problems based
on less and less input data. Who
should own the copyright to the soft-
ware output of a CASE system, for
example, when the role of the user is
reduced to that of mere problem spec-
ification, the system itself developing
the necessary algorithms and formu-
lating program logic?18

The initial task in approaching this
question is to locate the threshold of
authorship. At what point do comput-
er-generated contributions deserve
copyright protection in order to give
the program owner rights in software
output? Judicial decisions have estab-
lished two essential requisites of
copyright authorship: originality and
intellectual labor. The level of refine-
ment necessary to satisfy both criteria
is minimal. For copyright purposes,
originality is defined in the narrowest
possible sense. Independent creation
is all that is necessary; there is no
need for the work to be novel. The
requirement of intellectual labor is
likewise interpreted generously:
"[A]lmost any ingenuity in selection,

combination or expression, no matter
how crude, humble or obvious, will be
sufficient."19

If courts treat computers like peo-
ple, alteration and processing of user
input will satisfy the copyright notion
of authorship when the computer pro-
gram's contribution is somehow non-
trivial—to paraphrase one court, when
the variation is something recogniz-
ably "its own."20 Determining whether
something sufficiently new has been
produced from a precursor presents an
innately subjective question. The
smaller the resemblance between
input and output and the greater the
utility of the latter compared to the
former, the more likely a court is to
recognize a contribution of author-
ship.

Of course, no guarantee exists that
this analysis will be applied to com-
puter output. Courts might simply
decide that machines are incapable of
creativity or that Congress did not
intend the Copyright Act to apply to
nonhumans. The latter argument is
easily turned around: The statute does
not explicitly require human author-
ship either. Although the text speaks
of necessary characteristics for a work
to qualify (eligible category of expres-
sion, tangible format, and originality),
it is silent about the characteristics of
those who produce such works.

Whether creativity can or should be
attributed to a computer is a much
more philosophical issue. If this nor-
mative question is to be approached
from a perspective short of the meta-
physical, analysis should focus on pol-
icy: Is computer copyright a socially
desirable idea? The protection afford-
ed by copyright law encourages
investment of time, labor, and capital
in certain forms of expression.
Although psychological hesitance to
recognize computers as authors might
furnish the basis for the denial of
copyright to computer-generated
works, the effects of such a decision
will be felt in terms of incentive.
After all, the benefits of copyright
flow exclusively to the program's
author rather than the obedient
machine. Any decision about comput-
er copyright should be viewed as an
allocation of financial incentive to
those who stand to profit from the
law's protection—the program

authors and users whose combined
efforts produce a finished output.

Let us assume that courts take the
plunge and recognize computer
authorship. How should ownership
rights in computer output be appor-
tioned between the user and the pro-
gram owner? The short answer is to
let them decide for themselves. In a
perfectly efficient market, rational
economic actors are supposed to
arrive at a distribution that reflects
the respective values of each party's
contribution. The short response to
this argument is that some default
standard must exist in case the parties
forget or for some reason elect not to
settle the issue by contract. Further-
more, differences in bargaining power
that exist in the real world might
obstruct the formation of economical-
ly efficient allocations; some approach
to measuring "reasonable" apportion-
ment is necessary if only to determine
whether a given contract is uncon-
scionable (and hence unenforceable).

Clearly, courts must follow some
sort of presumption; but cogent argu-
ments can be made for just about any
position and attempts to define a stan-
dard will undoubtedly produce heated
debate. One view would hold that all
claims to computer output rightfully
belong to the program's owner, leav-
ing the user with no more than the
rights possessed in the parent soft-
ware. These rights will most probably
take the form of a non-exclusive
license that permits use but not resale
or profit from reuse. A line of support
for this sentiment comes from the
protection already accorded to deriva-
tive works. If output is viewed as a
derivative of the creative software, the
owner's original copyright will be
broad enough to encompass it. The
persuasiveness of this reasoning, how-
ever, depends on the parent program's
mode of operation. By statutory defi-
nition, a derivative work must be
"based upon" a preexisting work;
hence, it must bear a substantial
resemblance to its source. Programs
that select solutions from a fixed
array of preloaded (and presumably
copyrighted) templates stand a much
better chance of producing derivative
output than those which formulate
solutions from scratch; the former
more obviously give up a "piece" of
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themselves to yield a basis for com-
parison. Another rationale in favor of
the parent program's owner is that
fragmented ownership rights could
result in considerable interference
with the owner's ability to license his
or her work: A potential infringement
lawsuit would arise each time the par-
ent program produced a work substan-
tially similar to one generated for
another user.21

An opposite approach might insist
on according full rights in program
output to the user. Licensing of the
parent software might be compared to
the retention of an employee by the
licensee, its price representing a
lump-sum payment for unlimited
future services. Section 201(b) of the
1976 Act provides, "In the case of a
work made for hire, the employer or
other person for whom the work was
prepared is considered the author for
purposes of this title." Alternatively,
one might draw an analogy to cases
that have arisen in the context of
videogames. Despite the fact that
players can create a unique series of
audiovisual images through their
operation of a videogame, courts have
refused to consider players the
authors of such images because the
number and character of all potential
displays are ultimately dictated by the
game's software.22

The position most consistent with
the fundamental objective of copy-
right law—the promotion and protec-
tion of authorship—endeavors to
apportion ownership according to sub-
stantive contribution. Depriving com-
puters of rights in output is equiva-
lent to viewing the program author's
contribution as too remote to warrant
reward. Approached technically, it
seems anomalous to lump all comput-
er software into the inert category of
word processors and calculators.
Approached functionally, if the suc-
cess of copyright law can be validly
measured by the number of works
actually created, it is difficult to see
why exclusively favoring either pro-
grammer or user would achieve
greater overall production of authored
output.

Although perhaps noble in purpose,
apportioning copyright also demands
the most penetrating analysis: How
might one begin to identify the sub-

stantive elements of authorship,
much less quantify the respective
donations of two possible authors?
Plainly, a rule allocating full owner-
ship either to the program owner or
the user would prove far simpler to
apply.

Although admitting that difficulty
and ambiguity are to some extent
unavoidable in determining respective
degrees of authorship, a principled
basis for analysis does seem to exist.
Its crux lies in the idea-expression
dichotomy.

Future CAD/CAM or CASE sys-
tems will undoubtedly be so advanced
that they require from the user only a
general sketch of the problem, inde-
pendently furnishing all levels of the
necessary engineering support.
Today's highly interactive systems,
however, require the user to supply
ingredients of the design process to
varying degrees. For example, typical
CASE systems query the user for a
basic algorithmic structure, parame-
ters, and sometimes even labels. The
question of authorship contribution
requires an understanding of the rele-
vant engineering discipline in order to
separate the problem-specification
phase, which involves the interplay of
ideas, from the solution or design
phase that actually results in the pro-
duction of a tangible, copyrightable
work.

Problem specification includes a
complete description of the task and
extends to the intrinsic structure of
the proposed solution. In a world
without computers, neither a human
engineer nor the engineer's client
could claim any rights to such
abstract conceptions under copyright
law. Copyright protection begins to
attach when the hypothesized
approach is reduced to a form suffi-
ciently practical that it can be embod-
ied in a tangible work. To return to
the CASE example, the art of comput-
er programming can be broken down
into several more or less sequential
steps: (1) problem identification, (2)
algorithmic formulation (if the prob-
lem is mathematic in nature) and
basic program description, (3)
flowcharting and development of a
logic structure, (4) arrangement of
subroutines and program modules, (5)
structuring of data components, and

(6) coding. Of these steps, the first two
most clearly involve ideas; the
remaining are closely tied to the
source code product, expressing indi-
vidual design choices of the program-
mer, and should be protectible.23

Once protectible elements of the
engineering process have been identi-
fied, a weighted value must be
assigned to each stage and the respec-
tive contributions of user and program
quantified. Both come down to a diffi-
cult matter of scientific and economic
judgment. The proportionate value of
an accomplishment within a particu-
lar defined category in relation to the
overall project would best be mea-
sured by the current degree of techni-
cal difficulty inherent in this category.
That is, a court might utilize expert
testimony to help appraise the rela-
tive amount and worth of equivalent
human labor currently necessary to
accomplish each subtask protectible
under copyright law. A court might
assess the source of accomplishments
within a category through inspection
of the parent program's input and out-
put, evaluation of its capabilities, and
comparison of the final product to any
templates embedded in the parent's
structure.

Not an easy task, to be sure, but
courts assess damages in complex and
factually ambiguous circumstances all
the time. As the Supreme Court once
put it, "[C]ases will often occur in
which it is evident that large damages
have resulted, but where no reliable
data or element of certainty can be
found by which to measure the
amount.… To deny the injured party
the right to recover any actual dam-
ages in such cases, because they are of
a nature which cannot be thus cer-
tainly measured, would enable parties
to profit by, and speculate upon, their
own wrongs.… Such is not, and can-
not be, the law[.]"24

Patent
Because the patent system was creat-
ed to offer inventors protection for
their useful ideas, one might naturally
suppose that it picks up where copy-
right protection leaves off. Such is by
no means the case, however, for two
different reasons.

First, the character of protection
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afforded by a patent and the means of
obtaining it differ drastically from the
simple registration procedure and the
longevity of copyright. Acquiring a
patent takes a great deal of time: Two
to five years can elapse between the
filing of an application with the Patent
and Trademark Office (PTO) and the
date the patent is finally issued. Soft-
ware can become obsolete during this
long wait, and the Patent Act (Title 35
of the U.S. Code) provides the appli-
cant with no right to exclude practice
of an invention by others in the inter-
im. The lifespan of patent protection
is also relatively short: The maximum
period is 17 years. In contrast, for
works created on or after 1 January
1978, a copyright extends over the
entire life of the author plus 50 years.
Finally, patents are expensive: PTO
application and maintenance fees over
the life of a patent amount to over
$3000, and the legal services ordinarily
required for successful prosecution can
cost tens of thousands of dollars. How-
ever, the scope of protection once
achieved is formidable: A patent
owner possesses the right to exclude
others from using, making, or selling
the invention, whereas copyright pro-
tection extends only to the exclusive
right to copy and trade secret protec-
tion to an exclusive right to use.

Second, the Patent Act does not
protect ideas by themselves. One rea-
son for this important limitation is
embodied in the requirement of utili-
ty. The law will grant an inventor a
virtual monopoly over his or her cre-
ation only if the public stands to
receive some corresponding benefit
from the invention's usefulness. An
idea for a potentially useful article or
process has no utility of its own; the
Act does not recognize value until
this precursor is reduced to a form of
actual usability. Hence, disembodied
figments of cognition are no safer
under patent law than copyright law.

In addition to utility, the Patent Act
specifies three further criteria of
acceptability for protection under its
terms: The invention must (1) fall
within the subject matter of the Act's
authority, and meet the interrelated
tests of (2) novelty and (3) nonobvious-
ness. Most unsuccessful software
applications have been rejected for fail-
ure to state statutory subject matter.

Patent Law: The Subject Matter Test

Section 101 defines permissible sub-
ject matter to include any new and
useful process, machine, manufacture,
or composition of matter, or any new
and useful improvement thereof. In a
series of three opinions delivered over
the course of a decade, the Supreme
Court has defined the parameters of
patent protection for computer soft-
ware based on its interpretation of
this section. In Gottschalk v. Ben-
son,25 the Court first announced the
principle that a computer program
whose function is to solve a mathe-
matical algorithm fails under section
101. Subsequent opinions in Parker v.
Flook26 and Diamond v. Diehr27 quali-
fied the ban on algorithmic programs
to permit patenting of larger processes
that utilize a mathematical algorithm
as part of their operation. In Diehr,
the invention was an integrated sys-
tem for curing synthetic rubber in a
mold with heat. Proper cure times
were calculated according to an equa-
tion discovered by the Swedish scien-
tist Svante Arrhenius. Five out of nine
justices viewed the overall process as
patentable despite the presence of
mathematics because once arrived at,
cure times were translated directly
into the mechanical control of the
press. Viewing the overall invention,
the majority explained, "[A] claim
drawn to subject matter otherwise
statutory does not become nonstatu-
tory simply because it uses a mathe-
matical formula."

This reasoning does not mean, how-
ever, that recharacterizing the soft-
ware process as a hardware apparatus
merely because a computer is
involved will serve to circumvent the
Court's rule. The larger apparatus
must perform some independent func-
tion beyond the generation of solu-
tions.28 Lower courts—primarily the
Court of Customs and Patent Appeals
(CCPA), recently renamed the Court
of Appeals for the Federal
Circuit—have consistently applied
the same criteria to all inventions
regardless of the form stated on the
application.

In one well-known case, for exam-
ple, the inventor of a computerized
sales organizational model attempted
to patent the entire system as a uni-

The Supreme Court …
recognized that permit-
ting a single individual

to obtain control over an
entire phenomenon of

nature would constrict,
rather than promote, the

progress of science.…
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fied package, hoping to avoid exami-
nation of the mathematically based
software. The Court saw through this
strategy and rejected the application
under section 101, stating, "Labels are
not determinative in section 101
inquiries … 'because the form of the
claim is often an exercise in
drafting.'"29

The Supreme Court's refusal to per-
mit patenting of mathematical algo-
rithms is based on a deeper principle
of patent law that apart from the cri-
terion of utility, presents a further
barrier to the patenting of ideas. In a
famous controversy that occurred
over a century ago, Samuel Morse
applied for a patent on all types of
communication utilizing electromag-
netic transmission. The Supreme
Court rejected his application.30 It rec-
ognized that permitting a single indi-
vidual to obtain control over an entire
phenomenon of nature would con-
strict, rather than promote, the
progress of science. Even if it possess-
es inherent utility, an idea can simply
cover too broad a swath of potential
technology. The Court considered this
danger sufficiently great to justify a
strict prohibition: Ideas themselves
are simply never patentable subject
matter.

The effort to define a critical level
of scientific basicness has confounded
courts ever since. The Benson majori-
ty seized on the mathematical algo-
rithm as a means of identifying this
threshold for computer software, in
effect holding mathematical expres-
sions and algorithmic representations
to be equivalent to scientific princi-
ples and ideas. The Court further
included "mental processes" and
"abstract intellectual concepts" in its
lexicon of disfavored notions, stating
that "they are the basic tools of scien-
tific and technical work."

The Supreme Court's rules can be
summarized as follows: (1) If a com-
puter program does not contain a
mathematical algorithm or embody a
mental process or abstract intellectual
concept, there is no subject matter bar
under section 101. (2) If one of these
elements is discovered, the software is
presumptively unpatentable; however,
its incorporation into an otherwise
independently patentable process or
apparatus does not destroy the latter's

patentability. (3) In making the second
determination, a court must look to
the substance, rather than the form, of
the application.

Few cases reach the Supreme Court.
Most patent controversies are instead
resolved by internal PTO review and
appeal processes or in a lower federal
court. Although the Supreme Court
might write the rules, the manner in
which PTO and the courts share over-
sight of the patent system can pro-
duce consequences of its own.

When an inventor submits a patent
application, it is reviewed by PTO
examiners according to the current
law, as set forth in the patent statutes
and cases interpreting these statutes.
Should PTO issue a final decision
denying a patent, an applicant willing
to bear the time and expense can seek
further review in the Federal Circuit.
The numerous decisions of this feder-
al tribunal and its predecessor enrich
the legal framework in which applica-
tions are judged and give practical
meaning to the Supreme Court's
broad edicts. If the court's view of the
law is more expansive than that of
PTO, it will reverse PTO and grant
the inventor a patent; if not, it will
affirm. It is only after all these review
levels have been exhausted that the
applicant can petition for a hearing
before the Supreme Court.

Denial of the application is not the
only way in which validity of a patent
can be tested in federal court. A party
who has been sued for infringement
might raise invalidity of the patent as
a defense. Alternatively, someone
who is nervous about a possible
infringement lawsuit can commence a
declaratory judgment action to test
the patent's effectiveness before trou-
ble begins. In these circumstances, a
court's discretion is limited; judges
are not as free to erase patents already
granted by PTO as they are to approve
applications that PTO has denied. The
Patent Act presumes a patent to be
valid and casts the burden of showing
otherwise on the party so asserting.31

Nonetheless, applicants who have
achieved success with PTO must live
with the knowledge that their rights
are not immune from challenge.
Judges will ultimately have the last
word if called on to act. Differing
views held by PTO and the courts can

result in an uncertain future for
patent holders, a future that might
well be determined by the fortuity of
a lawsuit.32

To appreciate the ways in which
this legal and regulatory environment
can affect the patentability of AI sys-
tems, consider the recent series of
applications prosecuted by Teknowl-
edge Inc. Teknowledge successfully
obtained patents for its computer-
integrated manufacturing (CIM)
expert system and two expert system-
development packages. PTO consid-
ered all three programs to be
patentable subject matter. Would a
court agree? Maybe, maybe not. Will
the issue ever come before a court?
Who knows.

If a court were to someday evaluate
the validity of any of the Teknowledge
patents, it would first have to deter-
mine whether the program satisfies
the section 101 criteria. As an exam-
ple, the CIM system assists in the
manufacture or assembly of complex
modular products by generating a
design configuration that is consistent
with customer needs as well as mar-
keting and engineering constraints.
The system is flexible, permitting
alteration of the constraints to accom-
modate product updates or modifica-
tions. Does this software state a
mathematical algorithm? The answer
depends on one's definition. If an algo-
rithm is viewed as a set of procedures
performed on a given input to produce
a desired output, then no computer
program is safe: All operations per-
formed by digital technology ulti-
mately reduce to manipulations of
numeric values, and all goal-directed
tasks can be characterized as algorith-
mic. This interpretation, which had
once been urged by PTO, was explicit-
ly rejected by the Supreme Court in
Diehr. Instead, the Court described
the forbidden fruit as "a procedure for
solving a given type of mathematical
problem … or [a] mathematical for-
mula." By drawing this relatively nar-
row definition, the Court undoubtedly
believed itself making life easier for
patent-seeking programmers while
preventing monopolies on "laws of
nature." Regrettably, its choice of
words seems too ambiguous to have
accomplished either aim. Numbers
are simply too ubiquitous in comput-
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er science. With the exception of soft-
ware whose function is limited to
rearrangement of character strings,
virtually all computer applications
involve some degree of quantitative
analysis. Does mathematics mean
anything involving information that
is represented numerically, or does
Diehr forbid patenting only of pure
methods of calculation or fundamen-
tal scientific relationships expressed
as mathematic equations?

The latter might be the direction
taken by the Federal Circuit33 and
would probably protect CIM from dis-
qualification as a mathematical algo-
rithm. One perhaps might view the
transformation of customer input data
into a manufacturing blueprint
through the application of definitions
and constraints as mathematical, that
is, if logic operations are to be includ-
ed under this heading along with
numeric calculations. But Teknowl-
edge patented more than a sorting
device. The key feature of the CIM
system is its transparent representa-
tion of control knowledge. Users can
vary more than just input values; the
constraints themselves can be altered
to accommodate entirely different
product hierarchies or even knowl-
edge domains. The essence of
Teknowledge's invention, therefore, is
not the solution to a particular prob-
lem but a means of formulating
knowledge-based solutions to an
entire class of problems. If anything,
CIM is a creator of algorithms; mathe-
matic processing is a result rather
than the objective.

The remaining section 101 hurdle,
far more threatening to the AI com-
munity in general and to CIM in par-
ticular, is the Court's antipathy
toward "mental processes." The logi-
cal focus of a test based on cognition
resides in the capability of the human
brain. Quite ironically, then, the more
sophisticated the system—that is, the
more it captures attributes previously
thought accessible only to human
cognitive processes—the more the
mental process exclusion appears sat-
isfied.

Two relatively recent cases illus-
trate the danger. CCPA sanctioned as
statutory subject matter a software
system designed to perform natural
language translation in In re Toma.34

The court took pains to assert that no
thought processes were involved in
the particular method of translation,
which involved simple data manipula-
tion, thereby implying that the form
of reasoning employed by the program
might hold sway. Even this unfortu-
nately restrictive view seems to have
been discarded in In re Meyer,35 which
concerned a forerunner of current-day
expert systems. In this case, the appli-
cant's program was designed to accu-
mulate and analyze the results of a
series of diagnostic test results in
order to narrow the possible sources
of a problem. Although the system
appears to have been designed for gen-
eral application, the operational
example selected by the applicant was
that of a neurologist employing the
system to coordinate the results of
various physical tests in aid of medi-
cal diagnosis. The court rejected the
application under section 101. It made
no attempt to discern whether the
applicant's process followed reasoning
patterns similar to those which might
be employed by a human neurologist,
holding simply that transfer of a cog-
nitive task to computer control is suf-
ficient to render the software
unpatentable.

Does CIM implicate a mental pro-
cess? Teknowledge was careful in its
patent application to avoid any inti-
mation that CIM mimics a human
intellect. The description of the
invention is purely functional:

…a hierarchical knowledge base
comprising a decomposition of a
set of elements into subsets over
a plurality of hierarchical levels, a
plurality of respective predefined
functions or conditions of the ele-
ments within the subsets at a plu-
rality of the hierarchical levels,
and a predefined set of operations
to perform on a user-defined set
of elements responsive to the
knowledge base.36

If courts treat the mental process
exclusion as a literal mandate to
reject patent applications whenever
such processes are detected, AI practi-
tioners will face increasingly hostile
treatment as their work grows more
successful. Such a result directly con-
tradicts the policy of a system that
exists to promote scientific advance.
What arguments might be made

against such an ironic result? The
most direct rebuttal would confront
the wisdom of adopting the mathe-
matical algorithm as a surrogate for
ideas. Although abandoning this rule
might seem desirable as a pure matter
of policy, such an approach demands
an uphill fight against the practical
obstacle of established precedent. A
second, less ambitious crusade would
attempt to limit the range of proposi-
tions included under the disfavored
term. Effective advocacy secured
rejection of the PTO's original defini-
tion of mathematical algorithms,
which was expansive enough to
encompass every data processing oper-
ation simply because digital comput-
ers function by manipulating binary-
coded numerals,37 in favor of the nar-
rower view stated earlier. The concept
of mental processes might await simi-
lar judicial narrowing.

With hope, courts will be persuaded
that a patent covering the computa-
tional repetition of a thought process
does not imply exclusive control over
the thought process itself. A cognitive
task is not the same as a scientific
principle. The law of gravity, to take
one example, is self-operative; it can-
not be improved or replicated on a
machine. The mere fact that the man-
ifold abilities of the human brain were
harnessed long before computer
implementation became feasible
should not operate as a bar to protect-
ing the most valuable computer soft-
ware systems.

Patent Law: 
Novelty and Nonobviousness

Section 101 defines the universe of
patentable subject matter. Determin-
ing whether a patent ought to cover a
particular invention is the province of
two further statutory tests, those of
novelty and nonobviousness. The
novelty requirement is stated categor-
ically in section 102, which specifies
only that the invention must some-
how differ from methods and objects
already in the prior art. Section 103,
cast in the form of a negative proscrip-
tion rather than an affirmative
requirement, articulates the incre-
ment of advance over existing subject
matter necessary to justify patent pro-
tection:
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A patent may not be obtained …
if the differences between the
subject matter sought to be
patented and the prior art are
such that the subject matter as a
whole would have been obvious
at the time the invention was
made to a person having ordinary
skill in the art to which said sub-
ject matter pertains.

In Dann v. Johnson,38 the Supreme
Court was presented with a data pro-
cessing system capable of providing
bank depositors with a detailed peri-
odic statement, segregating transac-
tions into different categories selected
by the customer. Noting that a deposi-
tor could achieve the same result by
maintaining a series of separate
accounts, the Court concluded that
the combination of widespread use of
computers in the banking industry
and the existence of a previously
issued patent involving similar func-
tions rendered the claim obvious. The
message of Johnson is that programs
which simply computerize a known
process on existing machines through
familiar techniques are too unremark-
able to deserve patent protection.

Few existing computer programs
could claim credit to a previously
unknown process because the vast
bulk of programming efforts are
directed at automating mundane
tasks. It would be difficult to argue,
for example, that current bookkeeping
software has actually enhanced the
current state of the art in the field of
accounting. AI programs that capture
high-level cognitive procedures might
present a more compelling case. If the
reasoning process is not easily
explained or reproduced without the
aid of AI techniques, the process,
although familiar, might not be con-
sidered "known."

Distinguishing new machines from
old ones used in new ways presents
the classic patent law question of
what constitutes inventive difference.
The analysis ultimately reduces to an
assessment of utility—whether the
new difference makes a difference—
but the difficulty of drawing such sub-
tle distinctions has led to a highly
technical set of substantive criteria.
Their enumeration is beyond the
scope of this article, and it seems safe
to conclude only that the law is

unsettled and guiding principles few.
Some intellectual activities that

form the basis of AI research might,
through this research, become well
enough understood to be "known." At
the same time, few pure software sys-
tems require special hardware modifi-
cations for their execution. Until AI
programs based on known mental pro-
cesses become so superior to their
human counterparts as to be capable
of independently adding to the state of
knowledge (and thus furthering the
art) in a given domain, the most likely
route to patentability lies in convinc-
ing PTO and the courts that the soft-
ware represents an advance to the art
of computer programming. The touch-
stone of nonobviousness is innova-
tion. Integrated systems that combine
special-purpose hardware devices with
control software, such as computer-
based vision or robotics applications,
stand the best chance of patentability
as independent apparatus. A "new"
machine is most clearly present (and
the rationale of Johnson least applica-
ble) when hardware and software are
expressly designed for the cooperative
execution of a single task.

Trade Secrets
The patent and copyright laws pro-
mulgate disclosure systems. Protec-
tion is bestowed as a means of encour-
aging the free exchange of ideas and
information. Trade secret law per-
forms quite the opposite function: It
assists active efforts to maintain con-
fidentiality. The primary responsibili-
ty for creating and enforcing a scheme
to restrict the flow of proprietary
information lies with the party seek-
ing protection; the law operates only
as a second line of defense.

The purpose of trade secret law is to
maintain proper standards of commer-
cial ethics rather than to protect the
objects of secrecy. Parties entering
into confidential business relation-
ships must remain faithful to their
promises of nondisclosure. Outsiders
are prohibited from purloining the
efforts of businesses to attain compet-
itive advantage, particularly when
valuable resources have been expend-
ed in doing so.

The law of trade secrets protects
against improper disclosure or wrong-

ful appropriation by affording an
aggrieved party the opportunity to sue
for a prohibitory injunction (which
prevents the defendant from making
use of the secret) or monetary dam-
ages. Injunctions are commonly
issued for at least the length of time
that would be required to develop the
device or process without access to
the trade secret (that is, the reverse
engineering period), and possibly
longer if the defendant's conduct is
considered particularly scurrilous.39

The scope of trade secret law is
shaped both by its functional orienta-
tion and its source of enactment.
Trade secret protection is a creature of
state law. Unlike the federal Copy-
right and Patent Acts, whose terms
are national, the law of trade secrecy
can vary from state to state. One
widely followed statement defines its
coverage as applying to information,
including a formula, pattern, compila-
tion, program, device, method, tech-
nique, or process, that derives inde-
pendent economic value, actual or
potential, from not being generally
known to, and not being readily ascer-
tainable by proper means by, other
persons who can obtain economic
value from its disclosure or use.40

The focus of trade secret law on com-
mercial conduct, rather than intrinsic
properties of the secret itself, results
in a flexible standard of acceptable
subject matter. Computer software
has been held protectible when suffi-
cient originality exists to produce a
competitive advantage.41

The boundaries of protection in a
given instance are set by the interplay
between precautions taken to prevent
disclosure and the manner in which
information is obtained without
authorization. Simply put, trade
secret law protects nonpublic knowl-
edge. If the secret is revealed indis-
criminately, either deliberately or
through failure to take reasonable pre-
ventive steps, protection disappears.
Minor leakage, however, only weak-
ens protection: If the trade secret is
procured by wrongful means, the
defendant might still be held liable.
No amount of precaution, however,
can protect a secret from legitimate
reverse engineering.

Businesses have made use of a num-
ber of devices and procedures to pro-
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tect trade secrets. The most obvious
concern of software developers is mis-
appropriation by a program licensee,
but trade secrets can also be lost to
employees, partners, joint venturers,
and competitors who resort to indus-
trial espionage. The following mea-
sures have proven effective in protect-
ing trade secrets.
Restrictive licenses with users: The
most reliable licenses are those which
can be negotiated directly with the
licensee. Licenses attached to mass-
produced software that reaches the
user through the marketplace are not
only difficult to enforce as a practical
matter but might also lack legal
standing.42

Notice provisions: Broad dissemina-
tion of material that embodies trade
secrets is not necessarily fatal to pro-
tection. If recipients are put on notice
that the resources are being shared on
a confidential basis, unauthorized use
or disclosure can be stopped when dis-
covered. Clear proprietary legends and
confidentiality restrictions affixed to
documents or made to appear on pro-
gram output generally provide the req-
uisite notice.
Nondisclosure agreements: Many
courts consider a duty not to breach
the employer's confidences to be an
implied condition of any employment
relationship. Nevertheless, an express
written agreement often proves use-
ful. Not only will explicit language
eliminate any ambiguity about what
information is to be kept confidential,
but it can also create rights against
the pilferage of knowledge that falls
short of being a trade secret.

Although software has been held
protectible as a trade secret, certain

conceptual difficulties can impede the
law's applicability to AI systems. If a
computer program's function is to
reproduce processes that routinely go
on in the minds of human beings, per-
haps there is no secret to protect. This
view might appear particularly invit-
ing in the case of expert systems.
Courts might be tempted to distin-
guish between shallow-level and deep-
level systems as a means of identify-
ing programs that contain novel or
unfamiliar elements. A shallow expert
system is one that contains only
empirical knowledge, associating vari-
ous input states directly with actions.
Shallow systems draw their capability
directly from the experience of human
experts as revealed by knowledge
engineering. In contrast, deep systems
represent concepts at a basic causal
level and base conclusions on some
theoretical model of the underlying
discipline.43 Such special program-
ming features as a self-updating abili-
ty or the capacity for adaptation
might also create the impression that
a system rises above the sources
tapped for expertise.

Militating against this approach
based on appearances is the fact that a
working knowledge base requires
labor and skill to produce and secures
an undoubted competitive advantage.
Specialized programming architec-
tures might also prove necessary for
efficient operation. Courts that have
approved of trade secret protection for
computer software have focused less
on program attributes or innovation
than commercial usefulness and feasi-
bility.44 For many applications (partic-
ularly when operational flexibility is
not critical), shallow systems, whose

reduced complexity typically results
in lower startup costs, are considered
more suitable than deep systems. On
an abstract plane, the patent law
notion that mental processes can be
familiar without being intrinsically
understood also operates in favor of
protection.

From a practical standpoint, protec-
tion through trade secrecy is well
suited to AI system development. AI
software is typically produced for a
single user or a narrow class of users,
permitting the issuance of licenses on
an individualized basis. Low sales vol-
ume also permits realistic enforce-
ment: Violations are relatively easy to
discover and can be traced to a partic-
ular user. The high degree of program
sophistication further enhances pro-
tection by making permissible reverse
engineering (or illegitimate decompi-
lation) more difficult to accomplish.
Perhaps most importantly, the hap-
hazard and largely uncertain scope of
federal protection under the copyright
and patent laws can leave AI
researchers without any realistic
alternative.

In an ideal world, these two federal
systems would serve as complemen-
tary protection alternatives—copy-
right for unique forms of program
expression and patent for inventive
problem-solving methodologies. Cur-
rently, the jury remains out as to
copyright, and courts have not dis-
played a great deal of enthusiasm
toward software patents.

This state of affairs is most unfortu-
nate. Persistent reliance on the law of
trade secrets might well prove detri-
mental to the AI industry over the
long run. In many emerging areas of

If courts treat the mental process exclusion as a literal mandate to reject patent
applications whenever such processes are detected, AI practitioners will face

increasingly hostile treatment as their work grows more successful.
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AI technology, development proceeds
at the level of basic research. The
sharing of ideas is necessary if incre-
mental progress is to be made without
needless duplication of effort. This
problem is far smaller for developers
of today's commercially distributed
software. Because programming is
simpler and application techniques
widely known, maintaining secrecy of
source code might not impede techno-
logical advance. Function seems suffi-
ciently related to form that even
superficial knowledge of a program's
capabilities will avoid much duplica-
tive effort. In contrast, entirely new
paradigms and system architectures
might be necessary to achieve even
modest AI goals. Little chance seems
to exist of deducing models of cogni-
tive processing from program descrip-
tions or even hands-on operation.
Comparable efforts will likely prove
too few and the general state of
knowledge too undeveloped for mean-
ingful insights to be drawn, cooling
the pace of research unnecessarily.

Notes

The footnote style employed here is a spe-
cialized citation form peculiar to legal
materials. This style has been developed to
maintain consistency among jurisdictions,
case reporters, and statutory citations. Its
basic format is: <volume> <SOURCE>
<first page of document>, <local citation>.

1. The copyright clause of the U.S. Consti-
tution empowers Congress to enact laws
protecting the "writings" of an "author."
U.S. Const., art. I, section 8, cl. 8. A num-
ber of federal copyright acts have been leg-
islated under this authority.

2. 17 U.S.C. section 102(a).

3. Indeed, courts had for some time recog-
nized the useful article doctrine, which
excludes from copyright protection the
design or shape of an article unless these
qualities can be separated from, or exist
independently of, the article's utilitarian
aspects. The purpose of this exclusion is to
prevent inventors from circumventing the
rigorous standards of the patent laws by
simply copyrighting their designs.

4. Although the mechanics of obtaining
copyright and patent protection are beyond
the scope of this article, a good source of
general information is Bender, D. 1987.
Computer Law. New York: Matthew Ben-
der.

5. 17 U.S.C. section 102(b). This statement
is really no more than a generalization of
the useful article doctrine. Ideas are free to

all, and the public is entitled to profit from
the ideas contained in copyrighted works.
The author of a cookbook, for example,
cannot prevent readers from preparing the
recited recipes.

6. Morrissey v. Procter & Gamble Co., 379
F.2d 675 (1st Cir. 1967) (sweepstakes rules).
Some courts will permit infringement
actions in such instances but only when
the copying is slavish. See, e.g., Continen-
tal Casualty Co. v. Beardsley, 253 F.2d 702
(2d Cir. 1958).

7. 714 F.2d 1240 (3d Cir. 1983), cert.
denied, 464 U.S. 1033 (1984).

8. A key aspect of this decision was the
court's ruling that the existence of a limit-
ed number of ways to structure or arrange
such an operating system will not merge
expression with the idea; even similarly
structured programs can be expressed dif-
ferently through alternative coding choic-
es.

9. Whelan Associates, Inc. v. Jaslow Dental
Laboratory, Inc., 797 F.2d 1222 (3d Cir.
1986), cert. denied, 107 S.Ct. 877 (1987).

10. 659 F.Supp. 449 (N.D. Ga. 1987).

11. 17 U.S.C. section 102(a).

12. 17 U.S.C. section 101.

13. McDermott & Doyle, Non-Monotonic
Logic I, 13 Artificial Intelligence 41, 44
(1980).

14. This problem in its most rudimentary
form is currently under debate within the
Copyright Office. Proprietors of commer-
cial databases, which constantly expand
their systems to include the latest infor-
mation, have sought a means of complying
with copyright registration requirements
without the need for continued redeposit.
The Copyright Office has recently issued
proposed regulations for group registration
of a single database and updates occurring
over a three-month period. See 52 Federal
Register 37167.

15. Registration is a technical prerequisite
to actual filing of an infringement action.
17 U.S.C. section 411. However, there is
no absolute requirement that the work be
registered at the time infringement takes
place. Registration made just prior to the
lawsuit will open the courthouse doors,
even though the alleged infringement
occurred long before.

16. CONTU noted "concern that comput-
ers either had or were likely to soon
achieve powers that would enable them
independently to create works that,
although similar to other copyrightable
works, would not or should not be copy-
rightable because they had no human
author. The development of this capacity
for 'artificial intelligence' has not yet come
to pass, and, indeed, it has been suggested

that … such development is too specula-
tive to consider at this time." Final Report
of the National Commission on New
Technological Uses of Copyrighted Works,
July 31, 1978, at 42.

17. U.S. Congress, Office of Technology
Assessment, Intellectual Property Rights
in an Age of Electronics and Information
72 (1986).

18. Note that a similar question might
someday be raised in the patent arena by
sophisticated computer-aided design pro-
grams that contribute to the design of
inventions. However, because the standard
of inventiveness set forth in the patent
laws is far more demanding than the origi-
nality necessary for copyright protection,
the likelihood of a court recognizing the
contribution of a computer program is pro-
portionately more remote.

19. Nimmer, M. 1987. The Law of Copy-
right, section 1.08[C][1]. New York:
Matthew Bender.

20. L. Batlin & Sons, Inc. v. Snyder, 536
F.2d 486, 487 (2d Cir. 1976), quoting Alfred
Bell & Co. v. Catalda Fine Arts, Inc., 191
F.2d 99, 103 (2d Cir. 1951). The case con-
cerned a human author, and the court's
actual words were "his own."

21. An analogous issue arises when an
author assigns to a publisher the copyright
to the author's manuscript. Should the
author then produce a substantially similar
work for another audience, the publisher
can sue for copyright infringement.

22. See, e.g., Midway Manufacturing Co. v.
Artic International, 704 F.2d 1009 (7th Cir.
1983), cert. denied, 464 U.S. 823.

23. The House Report accompanying the
1976 Act stated that "the expression adopt-
ed by the programmer is the copyrightable
element in a computer program.… [T]he
actual processes or methods embodied in
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