
Recent advances in artificial intelligence enable new 
technologies to assist modern warfighters by automat-
ically analyzing big data at timescales much faster than 

a human can achieve. In particular, deep learning (DL) is a 
core technology in the new AI revolution. The DL revolu-
tions began by demonstrating that not only can machines 
classify much quicker than humans, but that they can also 
classify more accurately as well. These technologies have rev-
olutionized many commercial applications, but they are not 
currently designed to solve security problems. 
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n The spring 2019 and summer 2019 
issues of AI Magazine will feature arti-
cles on deep models, machine learning, 
and AI applications in national and 
international security. These articles 
address many of the pressing issues 
involved in applying deep learning to 
the domain of security. 
   



Fundamentally, machine learning refers to a sub-
field of AI in which the parameters of a function are 
learned from working through a dataset, and DL 
refers to a subfield of machine learning in which the 
function consists of many layers. These deep net-
works (convolutional neural networks, for example) 
often consist of a large number of parameters, and 
they are trained using labeled data for accurate clas-
sification or prediction. Deep learning was initially 
demonstrated in the breakthrough results for super-
vised learning in machine vision applications. Since 
the classification breakthrough, academic and indus-
trial researchers have increasingly applied AI in the 
form of DL and ML to computer vision, speech recog-
nition, chat bots, and autonomous driving. Howev-
er, many of these applications still lack the robust-
ness and rigor needed for automatic security 
applications. At best, they are suitable for fast rec-
ommendations.   

There is a fundamental problem with trust in deep 
networks. This issue of trust exists not only on the 
part of the end users but also the designers of the 
algorithms. An honest machine learning scientist 
must reserve confidence in their deep learning net-
works, since there is no consensus on how or why the 
deep algorithms obtain the performance that they 
do. Also, it is easy to find examples that are easily 
classified by humans but misclassified by deep learn-
ing algorithms. Furthermore, it has been demon-
strated that a small but visually imperceptible change 
to a correctly classified image will result in the mis-
classification of the image. Therefore, there exists a 
fundamental instability in the learned functions. 
This trust issue is only one of the major issues with 
using deep learning for security applications. A sec-
ond issue is the data requirements. Deep learning 
algorithms require an extensive amount of training 
data that can be difficult to obtain. Finally, training 
the algorithms requires large computational 
resources and often long timescales for training, 
which might not be available in time-sensitive secu-
rity applications.     
  These issues highlight four of the main challenges 
in applying the AI revolution to security applica-
tions: the lack of adequate samples for classification 
tasks, short timescales for learning, fewer computa-
tional resources, and adversarial behavior.   

At a high level, national and international securi-
ty needs AI in a wide range of forms. Artificial intel-
ligence applications include warfighters’ assistants 
and automation tools, where the trust, ethics, and 
explainability of the AI are very important. Consid-
ering that AI can be also weaponized by adversaries 
(for example, as robot fighters, as cyber honeypots, 
as virtual swarms, and in deceptive games), profes-
sionals in this field should research a wide range of 
deep models. Broadly, these models include all ana-
lytic big data models. Given both the current results 
and the limitations of DL, many questions exist with 

respect to security applications. The special topic arti-
cles in this issue address the current state of affairs for 
many of the pressing issues in applying DL to securi-
ty. Wasilow, Thorpe, and Minkov address the trust 
and ethics of AI. Gunning and Aha discuss the cur-
rent methods of explainable AI. Fugate and Ferguson-
Walker discuss game theory AI in the cyber domain. 
Johnson and Treadway consider AI as an enabler to 
achieve tactical decision superiority. 

Our objective in presenting these articles is to 
review the current unique security issues in AI and to 
deepen overall understanding and collaboration in 
the AI community with respect to the potential, the-
ories, practices, tools, and risks of deep models and AI 
for security applications, in an effort to remain com-
petitive in technical leadership and innovation in 
this area.  
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AAAI Executive  
Council Elections 

 
Please watch your mailboxes for 
an announcement of the 2019 
AAAI Election. The link to the 
electronic version of the annual 
AAAI Ballot will be mailed to all 
regular individual AAAI members 
in the spring. This year, the 
membership will elect four new 
councilors, who will each serve 
three-year terms. The online vot-
ing system is expected to close 
on June 15. Please note that the 
ballot will be available via the 
online system only. If you have 
not provided AAAI with an up-
to-date email address, please do 
so immediately by writing to 
membership19@ aaai.org. 
 


