














There are three different perspectives. From the point 
of view of computer science, I think the Knowledge is 
Power Principle is the most important lesson, and it’s 
one we certainly have said more than once. At the lev-
el of user acceptance, I think the main lesson is that a 
program needs to be able to explain its reasoning in 
any decision-making situation with high stakes. And 
third, at the implementation level, the main lesson is 
flexibility. In the final chapter of the MYCIN book, 
Chapter 36 … we wrote, “If we were to try to summa-
rize in one word why MYCIN works as well as it does, 
the word would be flexibility. By that, we mean that 
the designers’ choices about programming constructs 
and knowledge structures can be revised with relative 
ease and that the users’ interactions with the system 
are not limited to a narrow range in a rigid form.” So: 
knowledge, explanation, flexibility. 

These three issues — knowledge, explanation, and 
flexibility — have also become central to contempo-
rary discussions of multilayer neural networks and 
machine learning, with “knowledge” now taking the 
guise of the datasets used for training, and “flexibili-
ty” now largely couched in terms of the fragility or 
brittleness of machine learning systems. Explana-
tion, or the lack thereof, however remains a key chal-
lenge for today’s artificial intelligence efforts. 

Randall Davis, who has placed explanation at the 
center of his work in artificial intelligence, saw the 
development of expert systems from the middle 

1970s to the middle 1980s continue to evolve the 
two main strands of development that had been pres-
ent since the start: the reasoning processes and the 
representation of expert knowledge. Much of that 
continued development, in Davis’ view, was in the 
direction of generalization: 

One interesting lesson was the value in generalizing 
the work that had been done. Initially of course, this 
was the generalization from the individual applica-
tions to the so-called expert system “shells.” They 
were put into fairly wide use. Lots of applications got 
built using them. Not all of these things were 
acknowledged as expert systems, and some of them I 
think weren’t particularly true to the original inspira-
tion and architecture. 
But the real point is they adopted and spread the ideas 
— two good ideas, namely that to be good, a program 
needed a reasonably large collection of task-specific 
knowledge and, second, that there were at least semi-
principled ways to gather and represent that knowl-
edge. These tools were in some ways analogous to the 
open sourcing of deep learning tools that are being 
distributed now and, like those tools, they provide a 
substantial boost to people who are trying to build 
these systems. But, as always, it’s best if you are one of 
the anointed ones who know how to use the tools. 
That’s how you get the best use out of them. I think it 
was true then and I think it’s true now.  
Another interesting lesson was the way certain 
insights seemed to echo through the years. We kept 
seeing the value of explicit, readable representations 
of knowledge using familiar symbols in knowledge 
representation, expressing knowledge separately from 
its intended use.… The most immediate consequence 
of these ideas is to enable multiple uses of the same 
knowledge, so we had systems that were doing diag-
nosis with a body of knowledge, explaining the rea-
soning and the result using that same body of knowl-
edge, and then going ahead to teaching somebody 
with that same body of knowledge, all from a single 
representation. And just as when you’re building a 
program, the virtues of encoding something once 
saves you from version skew, it was the same thing 
here in version skew in the knowledge.  
One of the nice examples of this multiple uses of 
knowledge came out of the work of Bill Clancy where 
the basic inspiration was: if we can debrief experts and 
transfer their knowledge into the program, is it possi-
ble to get the program to transfer the same knowledge 
into the head of a student? That, in turn, led to lots of 
interesting work … in understanding what was insuf-
ficient about MYCIN’s very simple rule-based repre-
sentation. The systems got considerably more power 
when that knowledge which was implicit in the rules 
got explicitly captured and represented in some of the 
work that Bill Clancy did.  
Another outcome in that body of work and in other 
work on intelligent tutoring was the idea that explicit 
representations of knowledge permits a kind of mind 
reading, or at least mind inferring. If I have an explic-
it model of what someone needs to know to accom-
plish a task and they make a mistake in doing that 
task, say a diagnosis, I can plausibly ask myself given 
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my model of what they ought to know, what defect in 
that knowledge would have produced the error that 
they produced. It’s an interesting form of, if not mind 
reading, at least mind inferring.  
The final lesson was the ubiquity of knowledge, task-
specific knowledge. Of course, for example, medicine. 
Knowledge about debriefing: How do we get the knowl-
edge out of the head of the expert into the program? 
Knowledge about tutoring: How do we transfer that 
into the students and knowledge about the general 
task? Diagnosis as a particular variety of inference. 
Everywhere we looked there was more to know, more to 
understand, and more to write down in explicit forms. 

These matters of rendering implicit knowledge 
explicit, of mind inferring, and of knowledge trans-
fers are all of a kind with Davis’ concern for explana-
tion and transparency in artificial intelligence. He 
explained: 

I’ve been interested in these issues for several decades. 
The bad news, for me at least, is after all that time … 
the idea that AI programs ought to be explainable is 
now in wide circulation. Alas, where were you guys 40 
years ago? There’s a lot of interest, of course, in get-
ting understandable AI. There’s lots of experiments in 
getting deep learning systems to become more trans-
parent. As many of you know, Dave Gunning has a 
DARPA program on “explainable AI,” and the overall 
focus in looking at AI not as automation working 
alone but as having AI work together with people. All 
of these things are going to work better with systems 
that are explainable and transparent.  
So there’s lots of reasons to want this, the most obvi-
ous ones are trust and training. Trust is obvious. If 
we’ve got autonomous cars or medical diagnosis pro-
grams, we want to know we can trust the result. But I 
think training is another issue. If the system makes a 
mistake, what ought we to do about it? Should we give 
it more examples? What kind of examples? Is there 
something it clearly doesn’t know? What doesn’t it 
know? How do we explain it to the system? So trans-
parency helps with making the system smarter.  
One key issue I think is the representation and infer-
ence model. In what sense is the representation and 
inference model in our programs either similar to or a 
model of human reasoning? It seems to me that the 
closer the system’s representations and model of rea-
soning are to human representations and reasoning, 
the easier it’s going to be to bridge that gap and make 
them understandable.  
A kind of counterexample of this is currently the 
vision systems, the deep learning vision systems that 
are doing a marvelously impressive job of image label-
ing for example. They’re said to derive their own rep-
resentations and that’s great, but it’s also a problem 
because they’re deriving their own representations. If 
you want to ask them why they thought a particular 
picture was George Washington, what could they pos-
sibly say? 
Now the issue is made a little bit worse by the collec-
tion of papers these days that show that deep learning 
vision systems can be thrown off completely by some 
image perturbations that are virtually invisible to peo-
ple but cause these systems to get the wrong answer 

with very high probability. Now the problem is that 
we don’t know what they’re doing and why they’re 
doing it so when you show the system an image that 
looks to us like a flagpole and it says, “That’s a 
Labrador, I’m sure of it,” if we asked them why you 
thought so, it’s not clear what kind of answer they can 
give us.  
Now there’s been some work in this area of course, and 
to the extent that these systems use representations 
that are human derived, they’re better off. There’s 
some clever techniques being developed for examin-
ing local segments of the decision boundary, but even 
so, when you start to talk about local segments of a 
decision boundary in a multidimensional space and 
hyperplanes, I suspect most people’s eyes are going to 
glaze over. It’s not my idea of an intuitive explanation.  
Now this work is in its very early stages and I certain-
ly hope that we can come up with much better ways 
to make these extraordinarily powerful and successful 
systems a whole lot more transparent. But I’m still 
fundamentally skeptical that views of a complex sta-
tistical process are going to do that.  
Which brings me to a claim that I will make, and then 
probably get left hung out to dry on, but I will claim 
that systems ought to have representations that are 
familiar, simple, and hierarchical and inference meth-
ods that are intuitive to people. The best test, I think, 
is simple. Ask a doctor why they came up with a par-
ticular diagnosis and listen to the answer and then ask 
one of our machine learning data systems why they 
came up with that answer and see about the differ-
ence. So let me summarize. If AI’s going to be an effec-
tive assistant or partner, it’s going to have to be able to 
be trained in focused ways and it’s going to have to be 
able to divulge its expertise in a way that makes sense 
to the user, not just to the machine learning special-
ist. 

For Davis, greater fidelity in the modeling of 
human expertise into AI systems should serve both 
intelligibility and instrumentality. 

And yet, as Davis underscored, intelligibility — 
explainable AI — also comes with some instrumental 
cost. Asked if the requirement for explanation and 
transparency could limit other aspects of perform-
ance in an AI system, Davis answered: 

It will happen, and I actually know this from experi-
ence. I have a paper in Machine Learning from last 
spring [March 2016] that has to do with a medical 
diagnosis program of sorts where we built the best pos-
sible classifier we could in a system that had about a 
1,000-dimensional space. Its AUC [area under curve] 
was above 0.9 and the humans who were doing this 
task have an AUC of about 0.75. It was great except it 
was a black box. 
So then, working with Cynthia Rudin, who was then 
at MIT, we built machine learning models that were 
explicitly designed to be more transparent and sim-
pler, and we measured that performance and now it’s 
down to about 0.85. So not only do I know that expla-
nation and transparency will cost you something, 
we’re able to calibrate what it costs you in at least one 
circumstance. So I think there’s no free lunch, but we 
need both of those things. 
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Eric Horvitz, a key figure in the statistical and 
probabilistic turn in artificial intelligence research, 
shared this same vision of the importance of expla-
nation especially in contemporary work: 

Working to provide people with insights or explana-
tions about the rationale behind the inferences made 
by reasoning systems is a really fabulous area for 
research. I expect to see ongoing discussions and a 
stream of innovations in this realm. As an example, 
one approach being explored for making machine-
learned models and their inferences more inspectable 
is a representation developed years ago in the statistics 
community named generalized additive models.  
With this approach, models used for inferences are 
restricted to a sum of terms, where each term is a sim-
ple function of one or a few observables. The repre-
sentation allows people in some ways to “see” and bet-
ter understand how different observations contribute 
to a final inference. These models are more scrutable 
than trying to understand the contributions of thou-
sands of distributed weights and links in top-perform-
ing multilayered neural networks or forests of decision 
trees. 
There’s been a sense that the most accurate models 
must be less understandable than the simpler models. 
Recent work with inferences in healthcare show that 
it’s possible to squeeze out most of the accuracy 
shown by the more complex models with use of the 

more understandable, generalized, additive models. 
But even so, we are far from the types of rich explana-
tions provided by chains of logic developed during the 
expert systems era. Working with statistical classifiers 
is quite different than production systems, but I think 
we can still make progress. 

Feigenbaum too stressed the importance of expla-
nation — intelligibility — not just in the motivations 
behind artificial intelligence systems, but also, with 
Davis and Horvitz, as part of their instrumentality, 
their value in use: 

I’ve been engaged in giving extended tutorials to a 
group of lawyers at the very, very top of the food chain 
in law. And the message is: we (lawyers) need a story. 
That’s how we decide things. And we (lawyers) under-
stand about those networks and — we understand 
about, at the bottom, you pass up .825 and then it 
changes into .634 and then it changes into .345. 
That’s not a story. We (lawyers) need a story or we 
can’t assess liability, we can’t make judgments. We 
need that explanation in human terms. 

While Horvitz is most associated with the statisti-
cal turn in artificial intelligence that is seen as adding 
profound new challenges to explanation and trans-
parency, his route to this stance was through his 
engagement with and deep interest in expert sys-
tems. Horvitz explained: 

I came to Stanford University very excited about the 
principles and architectures of cognition, and I was 
excited about work being done on expert systems of 
the day. Folks were applying theorem-proving tech-
nologies to real-world tasks, helping people in areas 
like medicine. I was curious about deeper reasoning 
systems. I remember talking to John McCarthy early 
on. I was curious about his efforts in commonsense 
reasoning. In my first meeting with him, I happened 
to mention inferences in medicine and John very qui-
etly raised his hand and pointed to the left and said, 
“I think you should go see Bruce Buchanan.”  
And so [I] went to see Bruce and then met Ed [Feigen-
baum], Ted Shortliffe, and others. I shared their sense 
of excitement about moving beyond toy illustrations 
to build real systems that could augment people’s abil-
ities. Ted and team had wrestled with the complexity 
of the real world, working to deliver healthcare deci-
sion support with the primordial, inspiring MYCIN 
system. Ted had introduced a numerical representa-
tion of uncertainty, called “certainty factors,” on top 
of a logic-based production system used in MYCIN. 
I was collaborating with David Heckerman, a fellow 
student who had become a close friend around our 
shared pursuit of principles of intelligence. David and 
I were big fans of the possibilities of employing prob-
abilities in reasoning systems. We started wondering 
how certainty factors related to probabilities … David 
showed how certainty factors could be mapped into a 
probabilistic representation … We found that certain-
ty factors and their use in chains of reasoning were 
actually similar to ideas about belief updating in a the-
ory of scientific confirmation described by philoso-
pher Rudolf Carnap in the early 20th century. 
Relaxing the independence assumptions in proba-
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