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(IDA95), it was concluded that there is
a need for research in the areas of
mixed-initiative, IDA tools (Liu 1996).
Although data analysts now have
access to a variety of statistical algo-
rithms, these tend to be unintelligent
black boxes. Because data sets are too
large today to be investigated manual-
ly, data analysis tools must themselves
determine areas of interest, directions
in which to guide the search, and try
to relieve the user of the boring
aspects of analysis. Another theme at
IDA95 was the need to integrate differ-
ent techniques, sometimes from
diverse disciplines. Many of the tech-
niques at the first symposium were
“component technology,” and little
thought was given to how these meth-
ods could cooperate in an IDA archi-

The growing importance of the
automatic or semiautomatic
analysis of data sets in many

real-world applications has led to the
emergence of the field of intelligent
data analysis (IDA), a combination of
diverse disciplines including AI and
statistics in particular. These fields
complement each other: Many statis-
tical methods, particularly those for
large data sets, rely on computation,
but brute computing power is no sub-
stitute for statistical knowledge. Thus,
we are seeing the development of
intelligent systems for data analysis. 

To provide an international forum
for the discussion of these topics, a
series of symposia on IDA was started
in 1995 (Liu 1996). In 1997, the Sec-
ond International Symposium on
Intelligent Data Analysis (IDA97) was
held at Birkbeck College, University of
London, on 4 to 6 August. Almost 130
people from 20 countries in 4 conti-
nents attended. The final program
consisted of 2 invited talks and 49
reviewed presentations chosen from
107 submitted papers. The sympo-
sium was organized as a single track of
oral and poster presentations to give
the participants the opportunity to
discuss all the research, leading to
many informal and fruitful interac-
tions between presenters and partici-
pants. Each poster was introduced by
its author in a brief talk during special
plenary sessions. 

Problems arising from effective
analysis of large data sets have made
the data analyst’s job more challeng-
ing than ever. Although data analysts
now have access to a variety of statis-
tical and AI tools capable of perform-
ing different aspects of data analysis,
they certainly need further support. 

At the First International Sympo-
sium on Intelligent Data Analysis

Major Themes of 
Presentation

Work reported at the symposium
included a variety of research topics
on the theory and application of vari-
ous techniques to data analysis prob-
lems. The principal topics covered
include exploratory data analysis, pre-
processing, and tools; classification
and feature selection; soft computing;
knowledge discovery and data min-
ing; estimation; clustering; and quali-
tative models. Two entire sessions
were devoted to medical applications
and data quality. 

David Hand of The Open Universi-
ty, United Kingdom, started the sym-
posium with an exciting survey of the
issues and opportunities for IDA. His
paper serves as an insightful assess-
ment of a field that, although too
young and exuberant to know exactly
what it is about, clearly has great
potential. In addition to promoting
the interdisciplinary nature of IDA,
Hand made a point of defining what
he calls unintelligent data analysis, or
data analysis that goes too far. To ana-
lyze data efficiently and intelligently,
skills from a variety of disciplines are
required, and it is from real problems
that solutions emerge; building ab-
stract methods will not be helpful in
the future. Appropriately then, Larry
Hunter of the National Library of
Medicine presented a challenging new
application for the IDA community.
The title of his talk sums it up: “Given
3,000,000,000 Nucleotides Induce a
Person—or Intelligent Data Analysis
in Molecular Biology.” Hunter talked
about data analysis problems so large,
so complex, and so important that
none of us will ever again feel entirely
comfortable testing our techniques on
safe little data sets. 

A major theme of the conference
was data exploration. Several contribu-
tions addressed various issues related to
this topic. Chidanand Apte and his col-
leagues from the IBM T. J. Watson
Research Center, New York, proposed a
methodology to discover heterogene-
ity in classification problems, thus
enabling the system to explore differ-
ent areas of the feature space using dif-
ferent analysis techniques. On the oth-
er side of the spectrum, Michael
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tecture or framework. Also, most tech-
niques were demonstrated on rela-
tively small applications; there was
little discussion of very large data sets.
Thus, the theme of IDA97 was set: rea-
soning about data and how to analyze
it, particularly large amounts of data,
perhaps as humans analyze it, by
exploiting many methods. 

The Second International Symposium
on Intelligent Data Analysis (IDA97)
was held at Birkbeck College, Univer-
sity of London, on 4 to 6 August 1997.
The main theme of IDA97 was to rea-
son about how to analyze data,per-
haps as human analysts do, by
exploiting many methods from
diverse disciplines. This article out-
lines several key issues and challenges,
discusses how they were addressed at
the conference, and presents opportu-
nities for further work in the field.
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Muller’s (University of Witwatersrand,
South Africa) approach to the manage-
ment of dialogue between a user and
an expert system enables the system to
identify clusters of different user pro-
files. How to explore the complexity of
the underlying model function was
addressed in C. McGeoch, D. Precup,
and Paul Cohen’s paper. They present-
ed a set of heuristic approaches to
obtain complexity bounds based on
observed data. One interesting focus of
exploratory work is exploring the mod-
el behind the model; for example, work
on judging the complexity of data or
subdividing the data into smaller prob-
lems was presented. In the future, we
look forward to developments in tech-
niques such as subgroup discovery
(Wrobel 1997) and metamodeling
(Kleijnen and Van Groenendaal 1996). 

Another major topic was classifica-
tion and feature selection. K. Schaedler
and F. Wysotzki (both of TU Berlin,
Germany) introduced a way to com-
pare objects with high structural com-
plexity using an approach to deter-
mine the similarity of arbitrary labeled
graphs. R. Glover and P. Sharpe (both
of the University of the West of Eng-
land, Bristol, United Kingdom) focused
on an efficient way to select features;
they examined modified fitness func-
tions for a genetic algorithm based on
test-set sampling. C. Lam, G. West, and
T. Caelli (Curtin University, Perth, Aus-
tralia) compared two different ways to
generate decision trees, whereas S. Lo
and A. Famili (University of British
Columbia, Vancouver, Canada) de-
scribed a tool for knowledge-driven
constructive induction. Other work
related to decision trees was presented
by J. Gama (University of Porto, Portu-
gal). He described a variant of C4.5
with oblique decision surfaces. As the
size of data sets, and especially their di-
mensionality, increases, it will become
increasingly important to filter out
useless or unwanted data. Approaches
that cleverly choose an appropriate
subset of features are gaining interest,
although it remains to be seen how
they will interact with the rest of the
analysis process. 

Interesting applications were
reported in the medical field. H.
Vullings, M. Verhaegen, and H. Ver-
bruggen (Delft University, The Nether-

lands) used time warping for segmen-
tation to find different subpatterns in
an electrocardiogram signal. An
approach to analyze longitudinal data
from diabetic patients was presented
by R. Bellazzi, C. Larizza, and A. Riva,
all from the University of Pavia (Italy).
V. Kamp and F. Wietek (Oldenburg,
Germany) explained the architecture
of a software system to support model-
ing and conducting of descriptive epi-
demiologic studies. It is interesting,
and consistent with the development
of other areas of AI, that so many
applications come from the medical
side. The recently launched journal
entitled Information Technology in
Biomedicine (published as part of the
Institute of Electrical and Electronics
Engineers transaction series) indicates
that there is a growing need for auto-
matic data analysis in this field. In the
light of rapidly inflating costs for
monitoring and early detection of dis-
eases, automatization offers vast
potential savings and sometimes even
more reliable early detection of medi-
cal problems. 

Soft computing is beginning to
have a significant impact on IDA, just
as it is starting to acknowledge work in
statistics and related disciplines. S.
Gunn, M. Brown, and K. Bossley, all
from the University of Southampton
(United Kingdom), evaluated different
measures of significance to determine
an optimal structure for a neural net-
work. They used B-spline fuzzy net-
works to describe data in an inter-
pretable form. A genetic approach to
fuzzy clustering with a validity-mea-
sure fitness function was presented by
S. Nascimento and F. Moura-Pires
(both of University Lisboa, Portugal).
In contrast to these approaches, which
require specialized models, C. Road-
knight, D. Palmer-Brown, and G. Mills
(all of The Nottingham Trent Universi-
ty, United Kingdom) described a way
to analyze classical multilayer percep-
trons. First, a way to prune useless
neurons in the trained network is
applied, and afterward, a method that
the authors call equation synthesis
extracts rules from the network. Other
work was also presented, ranging from
the application of fuzzy graphs (K.-P.
Huber and M. Berthold, both of Uni-
versity of Karlsruhe, Germany) to the

mathematical analysis of fuzzy
classifiers (F. Klawonn, Fach-
hochschule Ostfriesland, Germany,
and E. Klement, Johannes Kepler Uni-
versity, Austria). Of more practical
focus was the work presented by A.
Lapp and H.-G. Kranz (both of GH
Wuppertal, Germany), who intro-
duced an automated diagnosis system
with a rated diagnosis reliability. It
seems as if the area of soft computing
concentrates more and more on inter-
pretable models, models that offer
insights into the underlying process.
There is often the issue of trade-off
between the understandability-sim-
plicity of a model and its predictive-
classification accuracy; Lotfi Zadeh’s
(1996) concept of “information granu-
lation” appears to shed some light on
this issue. Using granules that repre-
sent instances of similar origin to an
adjustable degree, this framework
makes it possible to hide unwanted
information, thus enabling better
understandability.

The discovery of knowledge in
databases is receiving a lot of attention
these days, and several such papers
were presented at IDA97. D. McSherry
(University of Ulster, United Kingdom)
proposed a strategy to increase the effi-
ciency of rule discovery in databases by
means of decomposing into subtasks
and focusing on rules that appear most
interesting. U. Hahn and K. Schnat-
tinger from the University of Freiburg
(Germany) proposed a knowledge-
intensive approach to text analysis
that works incrementally to expand
the underlying domain knowledge
base. A pool of hypotheses is generated
through clues, and the most credible
ones are then introduced into the
knowledge base. An application for
chess end-game databases was present-
ed by M. Schlosser (FH Koblenz, Ger-
many).   

Two other growing areas of IDA
involve building models for estima-
tion and clustering techniques. G. van
den Eijkel, J. van der Lubbe, and E.
Backer (all of Delft University, The
Netherlands) presented an approach
to modeling underlying probability
density functions. In contrast to the
classical Parzen window, they try to
limit the required number of proto-
types by building an interpolated esti-
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mate. Several methods to determine
confidence intervals for quantiles in
finite populations were discussed by
M. Rueda Garcia, A. Arcos Cebrian,
and E. Artes Rodriguez (all of the Uni-
versity of Granada, Spain). Y. Kharin
(State University, Belarus) presented a
method to cluster multivariate data
under the presence of outliers. This so-
called cluster algorithm with smoothing
works by cleaning up the data before
applying a conventional clustering
algorithm. An approach to clustering
very large data sets was proposed by E.
Schikuta and M. Erhart (University of
Vienna, Austria). They use a hierarchi-
cal algorithm that clusters the input
space using a multidimensional grid. 

Data analysis techniques must deal
with distorted data. Most algorithms
require clean data; only a few can han-
dle missing values or outliers. W. Liu,
A. White, S. Thompson, and M.
Bramer (all of the University of Ports-
mouth, United Kingdom) presented a
technique based on decision trees, but
the decision paths are built dynami-

cally; therefore, the algorithm makes
use of data that contain missing values
that are not used in the current con-
text. Similar work using Bayesian net-
works was presented by M. Ramoni
and P. Sebastiani (both of The Open
University, United Kingdom). J. Wu,
G. Cheng, and X. Liu (all of the Uni-
versity of London, United Kingdom)
discussed a method to find outliers in
data based on a self-organizing map. A
medical application was used to
demonstrate this approach: Rather
than trying to remove outliers, it is
more beneficial to model them and
use the model for analysis. Often it
will not be clear at the outset which
process is producing noise, and in
many applications, these outliers
aren’t bad data points: They simply
model an underlying dependency
that, at this stage, the analyst is not
interested in. Here again an intelli-
gent, partly interactive, approach
could be a way for the user to investi-
gate the entire data and pick focuses of
attention. 

The last session of the symposium
dealt with qualitative models and was
kicked off by a stimulating presenta-
tion by E. Bradley (University of Col-
orado). Together with her coauthor M.
Easley, she introduced a system called
PRET that automates the system identi-
fication process by adding an AI layer
on top of traditional techniques.
Using different modules that are either
user specified or automatically gener-
ated, it assembles a system of ordinary
differential equations that matches
the domain physics and also user-
specified qualitative and quantitative
observations. A. Howe and G. Somlo
(both of Colorado State University)
introduced state-transition diagrams
as a way to model discrete-event
sequences. Through the detection of
sequences of limited length (snap-
shots) and their influence on follow-
ing events, a transition diagram is gen-
erated. S. Boyd (Macquarie University,
Australia) discussed how textual
descriptions of sequences can be gen-
erated. B. Schieffer and G. Hotz (both
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of University Saarbruecken, Germany)
described a way to diagnose hybrid
systems. Finally, O. Wolkenhauer
(Control Systems Center, UMIST,
Manchester, United Kingdom) pre-
sented a way to detect changes in
time-series data through the use of
random sets.

Concluding Remarks
It seems that the interdisciplinary and
eclectic nature of IDA97 sets it apart
from other conferences. The final pro-
gram offered not one but many  per-
spectives on IDA, making it a meeting
that broadened everyone’s  horizons.
People are working productively at
the boundaries between AI and statis-
tics, and several contributions
addressed topics, or implemented
mixtures of techniques, from both
disciplines. Many papers presented
essentially black-box algorithms, and
it would be nice to see more  integrat-
ed systems, especially intelligent assis-
tants. Some early work was  reported
(for example, R. Levinson and S.
Wilkinson of the University of Cali-
fornia at Santa Cruz, M. Muller of the
University of Witwatersrand, South
Africa). It is possible that the develop-
ment of integrated, intelligent assis-
tants is being held back by our choice
of problems and applications, which
tended not to be very challenging.
Thus, it was fortuitous that Hunter’s
invited  lecture offered a great chal-
lenge and made clear how important
it is to deal with real, large data sets if
we want to gain new insights into the
process of IDA. In light of the extraor-
dinary success of IDA97 (Liu, Cohen,
and Berthold 1997), we are looking
forward to IDA99, which will be held
in August 1999 and hosted by Joost
Kok’s group in Amsterdam, The
Netherlands. We are delighted that
Hand has agreed to serve as general
chair for this symposium.
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