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Abstract

There has recently been an increased emphasis on reducing energy consumption in manufacturing, driven by the fluctuations in energy costs and the growing importance given to environmental impact of manufactured goods. Lots of attention has been given to the reduction of machine tools energy consumption, as they require large amounts of energy to perform manufacturing tasks.

One area that has received relatively little interest, yet could harness great potential, is reducing energy consumption by planning machine activities between manufacturing operations, while the machine is not in use. The intuitive option – which is currently exploited in manufacturing – is to leave the machine in a normal operating state in anticipation of the next manufacturing job. However, this is far from optimal due to the thermal deformation phenomenon, which usually require an energy-intensive warm-up cycle in order to bring all the components (e.g. spindle motor) into a suitable (stable) state for actual machining. Evidently, the use of this strategy comes with the associated commercial and environmental repercussions.

In this paper, we investigate the exploitability of automated planning techniques for planning machine activities between manufacturing operations. We present a PDDL 2.2 formulation of the task that considers energy consumption, thermal deformation, and accuracy. We then demonstrate the effectiveness of the proposed approach using a case study which considers real-world data.

Introduction

Machine tools are complex mechatronic system used in both subtractive and additive manufacturing. Much of their performance is due to their mechanical rigidity. Machine tools come in a large variety of sizes and configurations, but a common feature is their ability to position their tool in a three-dimensional space relative to the workpiece either to remove (cut, grind, etc.) or add material. Accuracy is often a primary commercial driver in the advancement of machine tools for precision, high-value manufacturing to micrometre-level tolerances. However, maintaining such high levels of accuracy requires strict control of the many factors which can cause a change in accuracy. For example, the effect of temperature change on the machine’s structure can have a dramatic impact on the accuracy of the tool.

Energy efficiency is also becoming an increasingly important factor in machine tool development both to reduce manufacturing costs (Draganescu, Gheorghe, and Doicin 2003; Diaz, Redelsheimer, and Dornfeld 2011), as well as reducing environmental impact (Diaz et al. 2010).

The use of machine tools has been identified as the largest consumer of energy during the manufacturing of parts. It has been established that machine tools use 63% of the total energy required to manufacture a part (Hesselbach and Herrmann 2011). Additionally, energy consumption occupies over 20% of the operating costs of machine tools per year, in excess of £10,000 for a medium-sized manufacturer. Many researchers have investigated the potential of reducing energy consumption during the manufacturing process itself (Vijayaraghavan and Dornfeld 2010; Liu et al. 2014a; 2015; Diaz, Redelsheimer, and Dornfeld 2011). These works have largely been motivated by the fact that large forces are required to cut material, and any reduction at this stage can therefore be significant. Furthermore, researchers have studied the Job Shop scheduling problem to reduce energy consumption and improve manufacturing throughput (Fang et al. 2013). However, such approaches often ignore the relationship between energy consumption, thermal deformation and the machine tool’s accuracy. This is of significance as the desire to improve machining capabilities to a sub-micron level cannot be achieved without thorough thermal analysis.

One area that has received less attention is the consumption of energy between manufacturing operations, when the machine is not actively working on a piece, and is therefore nominally idle. In the first instance it may appear that if the machine is idle it will consume no energy. On the contrary, many electrical components of a machine tool will continue to use energy. Furthermore, once the machine is required to operate again, an energy-intensive warm-up cycle is usually required to bring all the subsystems (e.g., spindle motor) into a suitable (stable) state for actual machining. However, a warm-up cycle will only be necessary should the heat-generating subsystem and surrounding structure decrease below an identified temperature. Currently, machine activ-
ities between manufacturing operations are not planned, i.e. machines are left on idle, and warm-up cycles are performed before the next operation. This creates an interesting possibility for automated planning. It can automatically decide to keep some of the machine subsystems active, at a reduced level, to generate sufficient heat to maintain the thermal stability of the machine tool’s structure and remove the need for a warm-up cycle, thus reducing the overall energy consumption. The number of electrical subsystems, the different operational levels, the current state of the machine tool, and the required initial state of the next manufacturing operation make it challenging to consider all possible options and minimise energy consumption whilst maintaining a desired level of accuracy, that allows the machine tool to effectively starts the next operation.

Although planning techniques have not yet been exploited for planning machine activities between manufacturing operations, previous works (see, e.g., (Parkinson et al. 2012a; 2012b)) demonstrated the potential of using automated planning for optimising different aspects of using machine tools. Remarkably, many researchers have studied the impact of temperature change on the machine’s structure (Creighton et al. 2010; Eberspächer, Lechler, and Verl 2015), as well as energy consumption (Peng and Xu 2014; Abele et al. 2011). Other recent work also includes modelling machine tool energy performance (Frigerio et al. 2013; Jeon and Prabhu 2013) and the relationship between energy consumption and temperature generation (Li and Kara 2011; Li, Yan, and Xing 2013; Mayr et al. 2012). Work has also been conducted on using scheduling techniques for manufacturing job which does take some consideration to energy consumption (Wang et al. 2015).

In this work we investigate the use of AI planning for performing the interval planning task. Specifically, we engineer a PDDL 2.2 planning domain model that takes into consideration the relation between temperature, energy consumption and accuracy. We then demonstrate the effectiveness of the planning-based approach using real-world case studies. Generated plans have been validated by human experts, and their feasibility assessed using the actual manufacturing tools.

Background

In this section, we motivate the importance of considering interval activity, and briefly introduce the language used for encoding the domain model.

Importance of Interval Activity

Figure 1 (coloured) provides a graphical illustration of two manufacturing operations with an interval between. The figure illustrates the relationship between increasing energy consumption (green), heat generation (red), and increasing machine error (blue) through a simplified representation. Note that although the figure is for illustration purposes, the data is a realistic, if simplified, representation of what occurs. In the figure, it can first be seen that energy consumption is at its lowest when the machine is idle, and its highest when a new manufacturing job is started. This is because...
in use to maintain energy consumption, generate heat, and thus maintain machine accuracy.

Figure 2 demonstrates the heat generated as the spindle speed increases on a three-axis machine tool. The figure shows the normalised spindle speed in RPM (0 to 9,000), and normalised temperature for three surface temperature sensors mounted around the spindle. There are: (1) spindle bottom (21.8°C to 27.4°C), (2) spindle motor (21.6°C to 26.2°C), and (3) spindle top (21.7°C to 33.1°C). The graph illustrates that when the spindle is used at its higher speed, the temperature of the machine tool’s structure surrounding the spindle increases rapidly in temperature. Once high speed usage has finished, it can be seen that the structure of the machine tool begins to reduce in temperature.

Currently, machine operators do not plan any activity between manufacturing operations, and they rely on energy-expensive warm-up cycles. This is also because planning for the machine operator is complicated by the large number of different machine activity actions that can be performed and their potential implications on machine accuracy and energy consumption. For example, each axis and spindle can be moved at different speeds sequentially or concurrently for different periods of time. Moving a single linear axis will transfer heat in the machine’s structure surrounding the axis and would result in thermal distortion from that location, whereas moving all three axes simultaneously would transfer heat into more of the machine’s structure and potentially result in more symmetrical expansion.

Automated Planning
Automated Planning deals with the problem of finding a totally or partially ordered sequence of actions that transform the environment from a given initial state to some of the goal states (Ghallab, Nau, and Traverso 2004). In general, the environment and action description is represented by a planning domain model, and the description of the initial state and the goal conditions is represented by a planning problem description. It is worth noting that more planning problem descriptions can be used with a single planning domain model.

In this paper, we use PDDL 2.2 (Edelkamp and Hoffmann 2004), which is an extension of well known PDDL 2.1 (Fox and Long 2003), a language for describing the planning domain model and planning problem descriptions. Notably, the International Planning Competition has resulted in the existence of a significant number of planners able to deal with PDDL 2.2. The environment in PDDL 2.2 is described by predicates and numeric fluents. Actions are specified via their execution duration, preconditions which are logical expressions that must hold in order to make the action executable, and effects which are sets of literals or fluent assignments that take place when the action is executed. In PDDL 2.2, preconditions can take place just before the action is executed, during the action execution or just before finishing execution of the action. Similarly, effects can take place just after the action is executed, or just after finishing action execution (Fox and Long 2003). Therefore, a planning domain model consists of definitions of predicates, numeric fluents and actions. A planning problem description consists of a set of objects, an initial state (a set of grounded predicates and fluent assignments), and a set of goals (logical expressions). In the initial state we can use time initial literals that allow facts to become true at predefined timestamps. A plan is a set of triples in the form of (timestamp, action, duration); such that executing these actions in the corresponding timestamps for a given duration (it must always be possible) transforms the environment from the initial state to some state where all the goals are satisfied (i.e. a goal state).

The Interval Activity Domain Model
In this section, we introduce and specify the domain model of interval activity planning. In the presented model, two equations are used to determine energy consumption as well as machine tool error (i.e., change of machine tool accuracy).

\[ \text{total error} = \text{total error} + (\text{duration} \times \text{deformation}) \quad (1) \]

\[ \text{total energy} = \text{total energy} + (\text{duration} \times \text{power}) \quad (2) \]

Equation 1 is used for updating the total error fluent by duration in minutes, multiplied by the deformation (\(\mu m\)) per minute. Equation 2 updates the total energy fluent by the same duration (in minutes) multiplied by the a fluent representing power (in kW) of a particular component when being used in a predefined mode of operation.

These equations require specific data for each machine component that can be acquired through performing an error mapping and energy monitoring audit. Information about

---

energy consumption per time unit, i.e., power is widely available for many machine tool electrical subsystems, but that from mechanical interaction (friction) is often less well defined. However, in both cases the amount of heat released into the machine’s structure and its effect on machine accuracy needs to be established. This can be acquired by recording the temperature of the machine tool’s structure while monitoring the deviation of the machine tool’s cutting point. Once all the data has been acquired, Finite Element Analysis can be used to computationally model the relationship between heat generation and deformation of the machine tool (Mian et al. 2011; 2013). This model can then be used to derive a series of coefficients that describe the generation of heat with increased energy consumption, and the change in machine tool accuracy from the resulting different thermal gradients.

Many machine subsystems, such as the spindle motor, can be run at any speed between stationary and their maximum RPM. In our domain model, we have adopted five predefined machine tool modes, namely off, idle, normal, medium and high. Also, the interval of interest (between scheduled jobs) is divided into smaller subintervals such that exactly one activity (predefined mode) per machine tool must be executed in each subinterval. Applying such a discretisation reduces the size of the problem and thus makes it easier to be handled by state-of-the-art planning engines. Although intuition might suggest that sacrificing the “continuous aspect” of the domain model would have detrimental impact on quality of plans, in practice, doing continuous changes to machine tool subsystems (e.g. adjusting the speed of a spindle motor) is not useful. This is because intervals between machine activities are long (tens of minutes) thus such a level of detail is not needed. Moreover, continuous plans would be extremely hard (or even impossible) to automatically execute. Instead, “discrete” plans are easy to generate and execute, and thus making a possible difference between what has been planned and how the plan was executed negligible.

It should also be noted that the length of the interval between manufacturing jobs –for which a plan has to be generated– is known at the start of the interval itself, if not well in advance. Manufacturing companies rely on a highly optimised and very accurate scheduling, in order to maximise the use and exploitation of manufacturing tools and minimise idle times. Intervals are due to some actions that are required to be performed, such as removing a finished workpiece from a machine or performing some routine controls, for which a very strict time window is given.

Operators

In our domain model, there are five operators representing different levels of operation: off, idle, normal, medium and high. These operators model the servo motor being turned off as well as four discretised levels of utilisation. For example, in terms of percentage utilisation this could be 0% (off), 5% (idle), 25%(normal), 50%(medium) and 100% (high). These operators share the following aspects. For each machine component ?c, we specify a time unit (the (time_unit ?c) fluent) for which each of the operator has to be executed. For the purposes of our analysis, here we consider that a time unit corresponds to a real-world minute. The precondition requires the execution of each of the operators to be performed in the time interval of interest (between scheduled jobs), hence the in_interval predicate must be true during the operator execution. Notice that in_interval becomes false when another job arrives to the machine, which is known in advance. Also, for a single component only one operator has to be executed at a time. This is ensured by introducing an (in_use ?c) predicate such that (in_use ?c) must be false prior to the execution of any of the operators handling ?c, (in_use ?c) becomes true when any of the operators handling ?c is executed and becomes false again when the execution finishes. As an effect of each operator, total error and total energy are updated according to equations (1) and (2) respectively. Notice that power as well as deformation are different for each of the operators. Additionally, to ensure that there will be no “gaps” (i.e., time spans where no operator is executed) we introduce a (looked_at ?c) fluent which is incremented by (time_unit ?c) after any of the operators (handling ?c) is executed. Then, in the goal we require for each component ?c, the value of (looked_at ?c) to be equal to the time interval of interest, i.e., between scheduled jobs.

Figure 3: The PDDL encoding of the normal operator, where the machine component ?c on axis ?a is planned to remain in a normal state of operation for a time unit.
We also encode in our domain model the relationship between the use of electronic components and the physical movement of the machine tool. This feature is available for the normal, medium and high operators. This is essential as a machine may have physical restrictions on its movement which need to be considered to prevent accidental damage. For example, there may be a workpiece currently loaded on the machine tool ready for the next manufacturing job. This workpiece would be located within the machine’s working volume and would limit axis movement. To account for this, we introduce a \((\text{belongs_to} ?c ?a)\) predicate which is used to state which axis a component belongs to and it used to determine which axis’ deformation should be updated due to its use. Then, for each axis, we introduce \((\text{axis_lower_limit} ?a - \text{axis})\) and \((\text{axis_upper_limit} ?a - \text{axis})\) fluents, and also an \((\text{axis_position} ?a - \text{axis})\) fluent. All are in millimetre units. Both lower and upper limits are used to determine whether the position of the axis is in range, and the current position is updated by a specified movement speed of the axis depending on the level of component use and type of operator (normal, medium or high). The movement is multiplied by an \((\text{axis_direction} ?a - \text{axis})\) fluent which represents the current direction of travel (1 for positive, -1 for negative). Figure 3 details the normal operator where the machine error, energy usage and axis position are adjusted based on a normal mode of operation.

For handling the change of direction once an axis reaches the limit, we introduce two instant operators. Figure 4 provides the operator which is in charge of changing an axis’ direction from forward to reverse. The operator does not contain a precondition to determine whether the axis is at its limit or not as the operation action’s precondition (Figure 3) requires that the axis position is within the limits. In our encoding, we decide to leave to the planner the decision of whether a change of direction should be applied or not. A good strategy can also avoid reaching the limits, and maintaining the movements inside the given axis range.

**Initial and Goal State**

The initial state specifies energy consumption and effect on machine accuracy for each predefined level of operation through the use of numeric fluents. For example, \((\text{power_idle} ?c)\) and \((\text{deformation_idle} ?c)\) represent the power and the deformation for a component in the idle mode. In addition, \((\text{time_unit} ?c)\) fluent is introduced to specify a predetermined duration of an action that should occur to bring about a change in accuracy and energy consumption. The \((\text{total_error})\) and \((\text{total_energy})\) fluents are used in the initial state to encode information regarding the machine’s current state after finishing manufacturing. In addition, timed initial literals are also used to encode the duration of the interval of interest. Using timed initial literals restricts the makespan to the duration of the interval, overcoming some planner’s inability to handle concurrency in durative actions.

The \((\text{belongs_to} ?c ?a)\) is used to state which axis a component belongs to and it used to determine which axis’ deformation should be updated due to its use. The limits of axes’ positions, movement speeds (with respect to different operators) and their initial directions are also defined in the initial state.

The goal requires that, for every considered component and every available time unit, an action has been selected. This is achieved using the \((\text{looked_at} ?c)\) functions.

**Plan Metric**

We introduce three different metrics that can be considered by planners for optimising the quality of generated plans:

1. \((\text{metric minimize (total_error)})\)
2. \((\text{metric minimize (total_energy)})\)
3. \((\text{metric minimize } \frac{1}{2}(\text{total_error} \cdot \text{total_energy}))\)

The first two metrics aim to minimise the values held in the total error and total energy fluent, whereas the third metric is used to minimise the arithmetic mean of both. This creates the potential to perform multi-objective optimisation where both error and total energy consumption are minimised for a given weighting.

**Experimental Analysis**

In this section, a case study is provided where interval planning is performed for two real-world machine tools when considering different interval scenarios. This includes both a three- and five-axis machine tool. A three-dimension model of the three-axis machine tool is illustrated in Figure 5. Due to the commercial sensitivity of machine tool performance data, we are unable to include a photo (or name and model) of the actual machine used in this experimentation. However, as illustrated in the provided figure, the machine is a typical C-frame three-axis machine tool. Data that can be released and that are relevant for the considered interval planning task – i.e., those related to power and deformation –, are presented in Table 1. As interval duration is in minutes, the
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data presented in Table 1 has been normalized into minutes as well. These are kW for the power and the deformation in micrometres per minute. The five-axis machine tool considered in this paper is a modification of the three-axis machine with two additional rotary axes which are located on the machine’s table.

The machine-specific data presented in Table 1 is now used in the creation of several PDDL problem files to simulate a number of different interval scenarios. Problem definitions are created with a duration of 30, 60, and 120 minutes. These are typical intervals duration faced by the modelled machine when operating 24 hours per day. Considering the combination of each of these scenarios results in the creation of 6 different problem instances. In addition, each problem instance will be solved using each of the three metrics stated in the domain modelling section, resulting in a total of 18 different PDDL problem definition files. As planning engine we selected LPG-td (Gerevini, Saetti, and Serina 2006), due to its exploitation in real-world planning applications, and its generally good performance. Experiments were run on a quad-core 3.0 Ghz CPU, with 4GB of available RAM. It has been given a 5 CPU-time minute cutoff for solving each problem, and optimise the quality according to the provided metric. The decision to allow a 5 minute time-frame was taken as, in an actual deployment of the planning-based proposed technique, planning for interval machine activities may be required to be done online, i.e. as soon as the machine is paused between manufacturing operations: in this scenario, waiting for more than five minutes would have a negative impact on machine accuracy. On the other hand, in cases where the length of an interval is known in advance, a higher cutoff time can be enforced. LPG-td has been used in “anytime” configuration; it keeps increasing the quality of plan, for a given problem instance, until the available CPU-time is over.

Table 2 provides the total error (Er) and energy consumption (En) values when using plans optimised for the three metrics. Plans were validated by experts, that confirmed they sound and they can be easily executed on the machine tools considered in our case study. As a further validation step, in order to check whether the encoded domain model is a reasonable abstraction of the considered physics dynamics, we executed the generated plans on the case study machines and measured –through available sensors for measuring energy use and positional deviation– the overall energy consumption and final total error. We discovered that as the data used in the domain models was acquired from repeatable measures, the measured results are in line with those shown in Table 2. This confirms that the PDDL 2.2 model has a sufficient level of detail to capture the important aspects of the relation between accuracy, energy consumption and deformation.

From Table 2 it is evident that all the problem instances were solved within the given cutoff time. LPG takes on average 76 and 83 seconds to generate the plans shown in the table, for both 3-axis and 5-axis problem instances. Lower quality plans are generated in less than 5 CPU-time seconds.

From analysing the results presented in Table 2, it is also noticeable that optimising for a single metric is often at the expense of the other. In addition, when optimising the energy the total consumption is 0. This is because the planner is able to identify a plan where the machine is offline. However, as the components are off and the machine’s structure begins to cool, the deformation is higher, resulting in extremely high machine error values. Intuitively this may seem of no benefit to a manufacture; however, it is worth highlighting that not all manufacturers are operating to such tight tolerances and may be content with such error values. Typically, for the machine tools considered in our case-study, an accuracy of at most 30 μm is required.

Table 2 also provides de facto standard “strategies” which

<table>
<thead>
<tr>
<th>Item</th>
<th>Off kW</th>
<th>Idle kW</th>
<th>Normal kW</th>
<th>Medium kW</th>
<th>High kW</th>
</tr>
</thead>
<tbody>
<tr>
<td>X Servo</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Y Servo</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Z Servo</td>
<td>0.05</td>
<td>0.03</td>
<td>0.01</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>Spindle Motor</td>
<td>0.1</td>
<td>0.02</td>
<td>0.1</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>C Servo</td>
<td>0.1</td>
<td>0.04</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>A Servo</td>
<td>0.1</td>
<td>0.05</td>
<td>0.3</td>
<td>0.5</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 1: Case study data for a three-axis machine tool demonstrating power, deformation per item and mode. Power is described in kW, and deformation in μm per minute.
are constructed based on current industry standard practises. Note that such strategies consist of having all the machine’s electrical subsystems in idle, and then running the warm-cycle if needed. Given the considered time window, an intensive warm-up cycle –constituting a 10 minute period– is always performed, in order to keep all the subsystems at the required temperature. Remarkably, the warm-up cycle effect is different, according to the length of the interval: the longer the interval, the lower the accuracy at the start of the subsequent manufacturing operation.

When comparing the results from the automatically constructed plans with the de facto standard strategies, it is easy to see that the improvement in energy and error given by using the multi-object plan is on average of 54% and 79%, respectively. For example, consider the 5-30 instance, the generated plans will reduce the energy consumption and increase the accuracy of 66% and 90%, respectively, with regards to the current industry practise. Clearly, a dramatic reduction in energy consumption can be achieved when optimising for the energy metric only, and a similar figure can be observed when focusing on accuracy. However, the multi-objective metric results in plans that show a very valuable compromise. It should be noted that the machine error meets the threshold requirements for the considered machine tools in all automatically generated plans –and should be emphasised that for manufacturing purposes, it is pivotal to keep accuracy within the given threshold: further accuracy reduction is appreciated, but not critical. The comparison results demonstrate the suitability and potential impact of utilising automated planning for considering interval activity. Results presented in Table 2 clearly indicate that the proposed planning-based approach is useful for stabilising the machine error whilst reducing estimated energy consumption, and shows a significant improvement over the current standard strategies exploited in the manufacturing field.

Table 2: Energy and error values for the considered scenarios when exploiting the standard strategy, and the plans generated using the proposed approach while optimising for the three different metrics. Problem instances are in the format of a the number of axes and the interval duration. E.g 3-30 represents a 3 axis machine with a 30 minute interval.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Standard En(kW) Er(μm)</th>
<th>Metric: Error En(kW) Er(μm)</th>
<th>Metric: Energy En(kW) Er(μm)</th>
<th>Metric: $\bar{E}_r + \bar{E}_m$ En(kW) Er(μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-30</td>
<td>6.6 4.0</td>
<td>9.0 0.0</td>
<td>0.0 5.5</td>
<td>1.8 0.5</td>
</tr>
<tr>
<td>3-60</td>
<td>7.5 4.6</td>
<td>14.9 0.1</td>
<td>0.0 11.0</td>
<td>3.6 1.1</td>
</tr>
<tr>
<td>3-120</td>
<td>9.2 5.7</td>
<td>31.6 0.6</td>
<td>0.0 22.0</td>
<td>7.1 2.1</td>
</tr>
<tr>
<td>5-30</td>
<td>8.4 5.9</td>
<td>11.5 0.1</td>
<td>0.0 6.5</td>
<td>2.1 0.6</td>
</tr>
<tr>
<td>5-60</td>
<td>9.6 6.7</td>
<td>18.7 0.2</td>
<td>0.0 12.0</td>
<td>3.9 1.2</td>
</tr>
<tr>
<td>5-120</td>
<td>11.9 8.3</td>
<td>34.3 1.0</td>
<td>0.0 22.0</td>
<td>6.9 2.1</td>
</tr>
</tbody>
</table>

Figure 6: Plan excerpt generated by considering two components involved in the 3-30 instance. The plan is optimised for the trade-off between energy consumption and overall error. For the sake of conciseness, only the first four minutes are shown, for two of the three subcomponents.

are changing depending on the scheduled action. The first graph (left) illustrates that when optimising for energy consumption, the planner selects to switch all the electrical components off resulting in a continuous increase of machine error. Conversely, when optimising for error (middle), it can be seen that the planner selects actions which have a minimal impact on the error at the expense of energy. As already observed in Table 2, the multi-object approach (right) is interesting as it demonstrates a combination whereby a series of actions is selected to keep both metrics at a reduced value.

Figure 7 demonstrates the total-energy and total-error fluents throughout the produced plans for the 3-30 problem instance when optimising for the three different metrics. The provided graphs show the cumulative evolution of error and energy of the 3 components of the machine. The results clearly demonstrate how the values are changing depending on the scheduled action. The first graph (left) illustrates that when optimising for energy consumption, the planner selects to switch all the electrical components off resulting in a continuous increase of machine error. Conversely, when optimising for error (middle), it can be seen that the planner selects actions which have a minimal impact on the error at the expense of energy. As already observed in Table 2, the multi-object approach (right) is interesting as it demonstrates a combination whereby a series of actions is selected to keep both metrics at a reduced value.

Figure 6 provides a plan excerpt where the metric is to minimise the arithmetic mean of both the total error and energy. This excerpt is interesting as it illustrates how the actions can be scheduled to maintain a desired level of heat generation while reducing energy consumption. It can be noticed how initially the electrical subsystem $x_{servo}$ is turned idle to save energy, and as there is enough residual heat within the machine’s structure, stability of the machine is maintained. It is then noticeable how gradually the electrical subsystem is turned back on and left to normal,
allowing heat to be generated. The plan then demonstrates that the planner decided to exploit a different approach for maintaining the temperature of the servo subsystem: the spindle is initially set at a low level as is cooling, until the third minute where it is run at a high level, and then turn off again. Optimising the same problem instance for energy would result in a plan where the machine is left off, and when optimising for error, result in a plan where the machine’s motors are kept normal to maintain a minimal level of error.

Is it possible to assess the financial impact of exploiting the generated plans, instead of the de facto standard, for a manufacturing company? Assuming that the machine will be operating 24 hours a day, it is reasonable to state that there would be six 3-30 intervals, six 3-60 intervals, and two 3-120 intervals during shift changes. This corresponds to the average usage figure of a typical C-frame three-axis machine tool. These values are influenced from research into optimising job throughput on machine tools (Lee and Kim 2012; Liu et al. 2014b). Using automatically constructed interval plans would result in a total annual energy saving of 340KWh. If we assume the energy price to be 0.15£, the annual saving would be £52. If we also assume that the manufacturer is of medium size and has 50 machine tools, the annual saving would be £2,600 This is significant as the multi-objective metric—that considers at the same time accuracy and energy consumption—leads to valuable plans, with an average improvement of 54% (79%) in terms of accuracy (energy consumption).

We see several avenues for future work. We plan to investigate the use of the proposed planning model on different manufacturing machines. We are also interested in assessing the impact of the granularity and temperature-accuracy discretisation on plans’ quality and solvability. We envisage an analysis of the performance of different planning engines: recent International Planning Competitions have fostered the development of efficient domain-independent planners. Finally, further work should be spent to remove reliance on the machine operator for providing information (tolerance requirements, etc.) and for converting the PDDL output into code which can be directly executed on the machine tool’s controller. This would increase the usability of the presented technique and increase its impact in the manufacturing community.

**Conclusion**

This paper presented the use of automated planning to plan for machine tool activity between manufacturing operations. This is a novel application with a great potential to reduce energy consumption in manufacturing. We introduced a PDDL 2.2 model of the task, that allows to consider at the same time accuracy and energy consumption. Three different metrics have been introduced, that can be used for generating plans optimised for accuracy, energy consumption, or both at the same time.

In order to test the proposed approach, we designed a case-study using real-world data of typical three-axis and five-axis machine tools. Plans have been generated for three different intervals length, which corresponds to common lengths in manufacturing companies. We then compared the quality of the plans generated by our approach with the de facto standard. The results of the comparison shows that the proposed approach can effectively be used for planning the activities between planning operations, and the different introduced metrics can result in very different plans. In general, the multi-objective metric—that considers at the same time accuracy and energy consumption—leads to valuable plans, with an average improvement of 54% (79%) in terms of accuracy (energy consumption).
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