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Abstract

This paper introduces a new method to classify sentiment
polarity for aspects in product reviews. We call it bitmask
bidirectional long short term memory networks. It is based
on long short term memory (LSTM) networks, which is a
frequently mentioned model in natural language processing.
Our proposed method uses a bitmask layer to keep attention
on aspects. We evaluate it on reviews of restaurant and lap-
top domains from three popular contests: SemEval-2014 task
4, SemEval-2015 task 12, and SemEval-2016 task 5. It ob-
tains competitive results with state-of-the-art methods based
on LSTM networks. Furthermore, we demonstrate the ben-
efit of using sentiment lexicons and word embeddings of a
particular domain in aspect-based sentiment analysis.

Introduction

Sentiment analysis is an important topic in natural language
processing. Sentiment can be classified by three following
polarities: positive, negative and neutral. Aspect-based sen-
timent analysis (ABSA) is a fundamental task in sentiment
analysis. We have to find out the sentiment polarity of some
specific aspects expressed in a comment or review. For ex-
ample, in the review “The price is reasonable although the
service is poor.”, the expected sentiment polarity of “price”
is positive, while the expected sentiment polarity of “ser-
vice” is negative. ABSA can help consumers decide what to
purchase because many consumers use the website to share
their experiences about products, services, or travel destina-
tions. Many companies are interested in this issue because
they not only want to know what people ask about their
reputation and products but also understand the needs of
the market. Data is available in the newspaper, social net-
works. However, extracting the opinions from these is re-
ally a challenge. Therefore, many contests are held in recent
years, such as task 4 in SemEval-2014 (SE-ABSA14) (Pon-
tiki et al. 2014), task 12 in SemEval-2015 (SE-ABSA15)
(Pontiki et al. 2015), and task 5 in SemEval-2016 (SE-
ABSA16) (Pontiki et al. 2016). They attract interest of many
research teams. Some research teams use traditional ap-
proaches which are sentiment lexicon, logistic regression,
topic models (Lu et al. 2011) or Support Vector Machine
(SVM) (Varghese and Jayasree 2013). Recently, the usage
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of LSTM (Hochreiter and Schmidhuber 1997) networks has
been preferred (e.g., (Tang et al. 2015), (Ruder, Ghaffari,
and Breslin 2016)) because of its effects in many natural
language processing tasks. However, they face many chal-
lenges. The primary challenge is an extension of training
data for deep neural networks. The second challenge is keep-
ing the attention to aspects because of the complicated con-
text of reviews.

In this paper, we introduce a bidirectional LSTM network
using a bitmask layer to keep attention on the position of
aspects. After the bitmask layer, sentiment polarity of all
works in the review will be predicted through a softmax
layer. In this way, we not only keep our model pays attention
to aspects but also increase the number of training samples.
In addition, we experiment with some word embedding ap-
proaches (e.g., word2vec (Mikolov et al. 2013), GloVe (Pen-
nington, Socher, and Manning 2014)) of particular corpora
and sentiment lexicon to improve classification accuracy.

We evaluate our approach on SE-ABSA14, SE-ABSA15,
and SE-ABSA16 review datasets for restaurant and laptop
domains. We compare our results with various baselines and
state-of-the-art methods, which are mostly based on LSTM
networks. The contributions of this paper are:

• Propose a neural network model to solve ABSA task and
achieve some state-of-the-art results.

• Analyze the use of word embeddings trained by a partic-
ular corpora.

• Use sentiment lexicon to improve the classification accu-
racy.

Related work

Sentiment analysis with deep neural networks

In this section, we revise some approaches using deep neural
networks to solve ABSA task.

Tang et al. (2015) develop a target-dependent long short
term memory (TD-LSTM) to keep attention on the as-
pect phrases. Each aspect phrase is represented by means
of LSTM hidden vector of each word in it. They upgrade
TD-LSTM to a target-connection long short term memory
(TC-LSTM) because they think TD-LSTM does not capture
the connection between aspect and each context word when
building the representation of a sentence. The difference is
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that in TC-LSTM the input at each position is the concate-
nation of word embedding and target vector, whereas in TD-
LSTM the input only consists of the embedding vector of the
current word. The target vector is the average of the vectors
of words that aspect phrase contains. Both TD-LSTM and
TC-LSTM get better results than using traditional LSTM.

Wang et al. (2016) propose another attention approach
(ATAE-LSTM) for aspects in a review. They learn an em-
bedding vector for each aspect, then concatenate it to the
corresponding LSTM hidden vector of this aspect. After
that, they combine this aspect attention vector with the last
hidden vector of LSTM to predict the sentiment polarity. The
downside of this method is that there are a lot of aspects.
Therefore, many aspect embeddings are needed if we want
to apply the model to reality life. Their model obtains com-
parable performances with TD-LSTM and TC-LSTM.

Ruder, Ghaffari, and Breslin (2016) show a hierarchi-
cal model of reviews (HP-LSTM) for ABSA. Firstly, they
randomly initialize a representation vector for each aspect
category. Then they extract features by a hierarchical bidi-
rectional which are sentence-level LSTM and review-level
LSTM. At the last layer, they concatenate the review-level
embedding, which is extracted by LSTM, with the aspect
category embedding vector. This model obtains some state-
of-the-art results in the SE-ABSA16 datasets.

Tang, Qin, and Liu (2016) build a deep memory net-
work (MemNet) consisting of multiple computational lay-
ers (hops), each of which contains an attention layer and a
linear layer. Each word embedding combines with a location
attention weight to form a vector, which is called an external
memory. Then all context is computed as a weighted sum of
each piece of external memory. Then the authors feed it to a
softmax layer for aspect level sentiment classification. This
model brings significant improvements in the SE-ABSA14
benchmark datasets. It seems the more memory layers, the
higher accuracy is achieved.

Our work is in line with these methods, using word em-
beddings and a deep neural network to exploit the syntactic
and semantic structures of reviews automatically. However,
when they specialized in aspects embeddings and attention
techniques, we use LSTM networks to summarize and cap-
ture context. The first difference is that our proposed method
keeps attention on the last word of aspects to predict the sen-
timent polarity of it. For example, if the aspect is “battery
life”, we focus on the information that was embedded with
word “life”. For future convenience, we consider an aspect
as a single word. The second difference of our method with
other methods is that we predict the sentiment polarity of
all words in the review, not just for aspect words. The non-
aspect words have a “neutral” label. This method indirectly
increases the number of training samples.

Sentiment embeddings

The context-based embedding learning algorithms (e.g.,
word2vec, GloVe) ignore the sentiment information of
words. For example, vector representation of “good” and
“bad” are close in the embedding space. Tang et al. (2014)
proposed a method, sentiment-specific word embeddings
(SSWE), which encodes the sentiment information into the

vector representation of words so that it can separate “good”
and “bad” in the embedding space. It is called sentiment-
specific word embeddings (SSWE) or sentiment embed-
dings. Using SSWE feature performed competitive results
in context-based sentiment analysis (Tang et al. 2016), but it
gave a poor performance in ABSA (Tang et al. 2015).

Our approach

Word embeddings

One of the purposes of this paper is to use specific do-
main corpus to learn the word embeddings. For example,
when we work on restaurants, we find some additional data
about restaurant reviews and use it to learn the word em-
beddings of this domain. We expect the word embeddings
trained on domain-specific corpora to capture semantic sim-
ilarities between the words. Also, we compare particular do-
main embeddings with the standard pre-trained word em-
beddings, i.e., glove.42B.300d 1 is trained by GloVe, em-
bed tweets en 200M 200D 2 (Deriu et al. 2017) is trained
by word2vec, to evaluate which corpus and word embed-
ding model are good for aspect-based sentiment analysis.
Let us define some notations: L ∈ Rd×|V | is an embed-
ding lookup table where d is the dimension of a word vec-
tor and |V | is the vocabulary size. Each word is represented
by a d-dimensional vector [x1 x2 ... xd] where xi ∈ R.
Each review is represented by a set of d-dimensional vec-
tors {w1,w2, ...,wn} where wi ∈ Rd and n is the length of
the review.

Sentiment lexicons

Inspired by the sentiment embeddings (Tang et al. 2014), we
use sentiment lexicon as an added feature for a word repre-
sentation. The sentiment lexicon contains two main types:
positive words (e.g., “great”, “awesome”, “good”), negative
words (e.g., “poor”, “afraid”, “bad”). We create a one-hot
vector to represent the sentiment polarity of a word. The
first position of this vector expresses the positive words, the
second position expresses the negative words, and the third
position expresses the others. For example, the correspond-
ing one-hot vectors of “good”, “bad” and “price” are [1 0 0],
[0 1 0] and [0 0 1]. Then, we concatenate the one-hot vec-
tor into the word embedding. Therefore, a word is repre-
sented by a vector [x1 x2 ... xd s1 s2 s3] where xi, si ∈ R
and [s1 s2 s3] is a one-hot vector. We have a new embedding
lookup table L′ ∈ R(d+3)×|V | . When concatenating the one-
hot vector into the word embedding, we make the words,
whose sentiment information are the same, closer to each
other in the embedding space. In our experiment, we use an
open source sentiment lexicon (around 6800 words), which
has been collected by the authors (Hu and Liu 2004).

Long short term memory

Recurrent neural networks (RNNs) (Jain and Medsker 1999)
are traditional models that have shown prospective promise
in many NLP tasks. The output depends on the previous

1https://nlp.stanford.edu/projects/glove/
2https://spinningbytes.com/resources/embeddings/
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computations because RNNs have a “memory”, which cap-
tures information on what has been calculated so far. But
the regular RNNs cannot handle long-term dependencies be-
cause they consist of many biases and some useless past in-
formation when the sequence length of the input is large.
Also, it is a cause of the vanishing/exploding gradient prob-
lem (Bengio, Simard, and Frasconi 1994). LSTMs (Hochre-
iter and Schmidhuber 1997) are designed to avoid useless
information in the past. An LSTM cell at time t contains a
forget gate ft to forget history, an input gate it to add current
information, and an output gate ot to generate the output.
A cell state ct decides what information should be kept or
erased from the context. The LSTM cell at time t is calcu-
lated as follows.

ft = σ(W f .[ht−1;wt ] + b f ) (1)

it = σ(Wi .[ht−1;wt ] + bi) (2)
ot = σ(Wo .[ht−1;wt ] + bo) (3)

c̃t = tanh(Wc .[ht−1;wt ] + bc) (4)
ct = it � c̃t + ft � ct−1 (5)

ht = ot � tanh(ct ) (6)
where wt, ht are the input word vector and hidden vector
at time t; W f ,Wi,Wo,Wc ∈ Rd

′×2d are weight matrices;
b f , bi, bo, bc ∈ Rd

′
are bias vectors; d is dimension of word

vector; d ′ is dimension of hidden vector; σ is sigmoid func-
tion; � stands for element-wise multiplication.

Bitmask bidirectional long short term memory

A bidirectional long short term memory includes two LSTM
layers: forward and backward LSTM. Forward LSTM pro-
cesses the sequence in chronological order while backward
LSTM processes the sequence in reverse order. In our ex-
perience, using either element-wise sum or concatenation to
combine the forward with backward LSTM outputs gives
the same result. Therefore, we choose element-wise sum to
reduce the number of parameters at the next layer.

ht =
−→
ht ⊕

←−
ht (7)

As being shown in Fig. 1, our proposed model predicts the
sentiment polarity for all words in the input review. Our key
point is the bitmask layer m which is an n-dimensional vec-
tor of 0 and 1, where n is the length of the review. It has a
value of 1 at positions of aspects and a value of 0 at positions
of others. We keep the model look up the tth word input by
multiplying the hidden vector ht by the bit mt .

h′
t = mt .ht (8)

We use a softmax layer after the last predicted linear layer
to normalize the output probability. The ith output of the
softmax layer at time t is calculated as followings.

ŷt,i =
exp(at,i)∑C

k=1 exp(at,k)
(9)

where C is the number of sentiment categories and at =
Ws .h′

t + bs where Ws ∈ RC×d′
, bs ∈ RC are weight ma-

trix and bias vector of softmax layer. In our experiment, the

sentiment categories include positive, negative and neutral
polarities. Therefore, C equals 3.

The equation (8) shows that h′
t is a zero vector when mt

equals 0 and h′
t has the same dimension as ht . Therefore,

by using a bitmask layer after the LSTM layer, we concen-
trate more on aspect words than non-aspect words. Also, we
increase the number of training samples, especially for “neu-
tral” samples because we predict the sentiment of all words
in the context and the label of non-aspect words is “neutral”.

Model training

The model is trained by minimizing the cross entropy plus
an L2 regularization term.

J(θ) = −
1
|D|

∑

yd ∈D

C∑

i=1
yd,ilogŷd,i + λ | |θ | | (10)

where C is the number of sentiment categories, D is the col-
lection of training labels, yd is a one-hot vector where the el-
ement for the true sentiment is 1, ŷd is the output of the last
softmax layer, λ is the weight of L2 regularization term, θ is
the parameter set {W f ,Wi,Wo,Wc,Ws, b f , bi, bo, bc, bs}. We
use stochastic gradient descent algorithm to train and update
parameters.

As far as we know, gradient descent algorithm is θnew =
θold − α∇θ J(θ). At the tth word of the review, if mt

equals 0, h′
t is a zero vector. Hence, at = Ws .h′

t + bs =
bs . Therefore, ∂

∂Ws
(
∑C

i=1 yt,ilogŷt,i) = 0 and similar for
W f ,Wi,Wo,Wc, b f , bi, bo, bc . So, the bit 0 in the bitmask
only affects the bias vector bs when using gradient descent
algorithm. It means the bitmask can help increase the num-
ber of training samples without breaking the structure of
LSTMs. Also, the variance of bs makes our model avoid
over-fitting.

Experiment

Datasets

We conduct experiments on review datasets of restaurant and
laptop domains from SE-ABSA14, restaurant domain from
SE-ABSA15 and SE-ABSA16. We removed a few examples
having the “conflict label” in the SE-ABSA14 datasets. The
number of each label in training and test set is shown in Ta-
ble 1. In SE-ABSA14, we are given a set of aspects within a
review, and each aspect has its own sentiment polarity. But
in SE-ABSA15 and SE-ABSA16, we are given a set of as-
pects and their categories within a review, each category has
its own sentiment polarity. An aspect category is defined as
a combination of an entity type E and an attribute type A.
For example, in the review “The wine list is interesting and
has many good values”, we are given two categories of the
aspect “wine list”, which are DRINKS#STYLE OPTIONS and
DRINKS#PRICES. This definition of aspect category makes
the difference between entities and the particular facets that
are being evaluated more explicitly. We decided to replace
the aspect by its categories. For example, before: “I liked
the atmosphere very much but the food was not worth the
price”, after: “I liked the AMBIENCE#GENERAL very much
but the FOOD#QUALITY FOOD#PRICES was not worth the
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Figure 1: Bitmask bidirectional LSTM networks

SE dataset Train Test
Pos Neg Neu Pos Neg Neu

SE14-Res 2159 800 632 730 195 196
SE14-Lap 980 858 454 340 128 171
SE15-Res 1198 404 53 457 347 45
SE16-Res 1660 751 101 613 206 44

Table 1: Statistics of the datasets

price”. Sometimes, a review has no aspects, but it still has
some hidden categories. We put these hidden categories into
the end of the review then predict the opinion of it. For ex-
ample, before: “After all that, they complained to me about
the small tip”, after: “After all that, they complained to me
about the small tip SERVICE#GENERAL”. When training
the word embeddings, we consider an aspect category E#A
as a word.

Data preprocessing and experimental setting

In the recurrent neural networks, if there are more sequence
units, the more biases are added to its hidden vectors because
ht = fW (xt, ht−1). Besides that, we will face the vanish-
ing/exploding gradient problem when the length of the input
is large. Therefore, we build a set of stop words for sentiment
analysis then we remove them from the review. A stop word
for ABSA task is a word that does not contribute the senti-
ment of the review such as “a”, “an”, “the”, “I”, “I’ve”,
“me”, “my”, “myself”. Furthermore, we remove some non
alphabet characters, such as . , : ; / ˜ - ? ! ” ( ).

Our proposed model contains an embedding layer, a
hidden linear layer, a forward LSTM layer, a backward
LSTM layer, a bitmask layer, and a softmax layer at last.
We experiment with various word embedding approaches:
word2vec on a specific domain corpus (100 dimensions,

W.S), GloVe on a specific domain corpus (100 dimensions,
G.S), GloVe on large common crawler (300 dimensions,
G.L), and word2vec on 200 million English Tweets (200
dimensions, (W.L). We use laptop data of SE-ABSA and
six categories of Amazon product reviews 3 to train word
embedding for laptop domain. For the restaurant domain,
we use data of SE-ABSA contest and Amazon fine food
reviews.4. We use Xavier initialization (Glorot and Ben-
gio 2010) for initial parameters, 0.5 for dropout probability,
0.0005 for weight decay, and set learning rate as 0.1. These
parameters are chosen based on the size of our deep neural
network. Also, we use dropout technique and early stopping
to avoid over-fitting.

We compared our results with some baselines, re-
cently state-of-the-art methods, and the top winners at SE-
ABSA contests such as feature-based SVM (Kiritchenko et
al. 2014), TDLSTM, ATAE-LSTM, HP-LSTM, MemNet.
These methods are described in the related work section. We
take their results from their paper. For future convenience,
we use BBLSTM notation for our proposed model bitmask
bidirectional long short term memory and BBLSTM-SL for
BBLSTM using sentiment lexicon as a feature for words.

Experimental results

We apply our method to aspect-based sentiment classifica-
tion to evaluate its effectiveness. In the Fig. 2, when the
training accuracy score tends to increase to 100%, whereas
the training loss tends to decrease to 0.0 after 500 epochs.
It means that our model can fit the training data. The results
of accuracy in Tables 2-5 are based on the observations on
SE-ABSA14, SE-ABSA115 and SE-ABSA16 test set.

3http://times.cs.uiuc.edu/ wang296/Data/
4https://www.kaggle.com/snap/amazon-fine-food-reviews
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Figure 2: Red: training accuracy. Blue: training loss

Method Restaurant Laptop
Feature+SVM 80.9 72.1

LSTM 74.3 66.5
TDLSTM 75.6 68.1

ATAE-LSTM 77.2 68.7
MemNet 81.0 72.4
BBLSTM 79.6 73.0

BBLSTM-SL 81.3 74.9

Table 2: Comparison of different methods on SE-ABSA14

Most research teams use SE-ABSA14 as the benchmark
dataset for ABSA because SE-ABSA15 and SE-ABSA16
datasets have conflict sentiment for each aspect based on
its categories. Our model brings significant improvements
in the SE-ABSA14 dataset, outperforms TDLSTM, ATAE-
LSTM in laptop domain. Experimental results of baseline
models and our model are given in Table 2.

We achieved the highest accuracy score in the SE-
ABSA15, 81.2% as being shown in Table 3. The best ac-
curacy score in this contest, 78.69%, was achieved by Sen-
tiue (Saias 2015) with a MaxEnt classifier along with fea-
tures based on n-grams, POS tagging, lemmatization, nega-
tion words and publicly available sentiment lexicon (MPQA,
Bing Liu’s lexicon, AFINN). The system of ECNU (Zhang
and Lan 2015) (78.10%) used features based on n-grams,
PMI scores, POS tags, parse trees, negation words and
scores based on seven sentiment lexicon. The lsislif team
(Hamdan, Bellot, and Bechet 2015) (75.50%) relied on a
logistic regression model (Liblinear) with various features:
syntactic (e.g., unigrams, negation), semantic (Brown dic-
tionary), sentiment (e.g., MPQA, SentiWordnet).

In the SE-ABSA16 contest, our model achieved the best
result among all models based on LSTM as being shown
in Table 4, better 0.5% than HP-LSTM (Ruder, Ghaffari,
and Breslin 2016), which is the state-of-the-art method using
LSTM in SE-ABSA16. Once again, the result of BBLSTM-
SL shows that sentiment terms are useful features for words.

Each different word embeddings of a particular corpus
obtain competitive results as given in Table 5. But using

Method Accuracy
Sentiue 78.7
ECNU 78.1
Lsislif 75.5

SVM + BOW 63.6
BBLSTM 79.8

BBLSTM-SL 81.2

Table 3: Comparison of different methods on SE-ABSA15

Method Accuracy
SVM 76.5
LSTM 81.4

HP-LSTM 85.3
BBLSTM 84.4

BBLSTM-SL 85.8

Table 4: Comparison of different methods on SE-ABSA16

SE dataset W.S W.L G.S G.L
ABSA14-Lap 74.9 74.9 74.6 74.9
ABSA14-Res 81.3 80.0 80.3 80.7
ABSA15-Res 81.2 - 81.3 -
ABSA16-Res 85.8 - 84.1 -

Table 5: Classification accuracy of BBLSTM-SL with dif-
ferent word embeddings

sure coming back restaurant#general(label 1,predict 1)
waiter(label 2,predict 2) horrible rude disinterested
isn’t cheapest food#prices(label 0,predict 1)
food#quality(label 1,predict 1) but worth every time
a great assortment wraps(label 1,predict 1) if not mood
for traditional mediterranean fare(label 0,predict 1)
good go for drinks(label 0,predict 0) if want get drunk
because lucky if can get one drink(label 0,predict 0)
hour service(label 2,predict 2) bad

Table 6: Case study. {0: neutral, 1: positive, 2: negative}

word embeddings, which is trained on a specific domain
corpus by word2vec, gives a slight improvement than oth-
ers. We do not use G.L and W.L pre-trained word embed-
dings in SE-ABSA15 and SE-ABSA16 because they do not
contain embedding vectors for aspect categories such as
FOOD#QUALITY, SERVICE#QUALITY, DRINK#OPTIONS.

Case study

Table 6 are some examples showing the upsides and down-
sides of our model. Although our model does not handle
negation terms (e.g., isn’t, don’t, but) very well, it performs
well in the review which contains sentiment words. We tried
to use negation lexicon and embedded it to the word embed-
dings like the way we have done with sentiment lexicon, but
that does not work. On the other hand, it is hard for recur-
rent neural networks to handle the information of a long and
complicated review which contains more aspects.
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Conclusion

In this paper, we show two main things. Firstly, we build
a bitmask bidirectional LSTM network for solving aspect-
based sentiment analysis. It brings significant improvements
in SE-ABSA14, SE-ABSA15, and SE-ABSA16 datasets.
Secondly, using word embedding of a particular domain and
sentiment lexicon as a word feature increases the classifica-
tion accuracy up to 1.9%. Our BBLSTM-SL model achieves
the state-of-the-art results. In the future, we would like to
improve our model by using more features, combining with
other techniques, and handling the negation terms.
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