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Abstract 
Humans seek to gain knowledge and structure data by many 
means including both bottom-up and top-down methods. But 
often, people have a specific purpose to their activity that 
drives the process, that is, they have particular questions that 
need answering in support of some broader investigation. 
These questions often change as answers point in various di-
rections during an investigation, whether the investigation is 
formal (e.g., scientific, legal, journalistic, or military) or 
simply an informal browsing of the internet. Here we take a 
mixed-initiative approach to knowledge discovery, and we 
present a system called Kyudo that supports the process using 
a conversational case-based reasoning process. Cases in 
Kyudo are sequences of knowledge goals or questions that 
form arcs through a multidimensional knowledge space and 
that form the core activity in a dialogue between the user and 
system. As the system gains more experience and therefore 
more cases, it is able to detect similarity in knowledge goals 
and prompt the user with additional relevant goals that can 
short circuit the human reasoning process to minimize tan-
gents or false starts. In this paper we present a distance-based 
mechanism that reduces the total length of a goal trajectory 
through guidance that accelerates the human reasoning pro-
cess and aids effective knowledge discovery. 

 Introduction   
Modern information retrieval techniques using statistical in-
ference have dramatically changed the way we interact with 
data. Parse techniques translate natural language questions 
into relational database queries (Yahya et al. 2012) or 
lambda calculus representations (Berant et al. 2013) that can 
be executed against a structured knowledge base. This has 
resulted in a shift in the balance between the amount of work 
a human must do to answer questions and the amount of 
work offloaded by augmentation systems. For example, pre-
vious search techniques were designed to deliver the most 
relevant content to a human user, but left them the task of 
reading and interpreting that content to inform their goals. 
 Our proposed approach for complex knowledge goal rea-
soning is a case-based reasoning (CBR) (Kolodner 1993; de 
Mantaras et al. 2005) system called Kyudo1 (Eyorokon et. 
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al. 2016) which reuses past experience in an interactive fash-
ion. Kyudo is a part of a larger mixed-initiative information 
system called Ronin (Bengfort and Cox 2015). Interactive 
CBR operates similarly to conversational case-based rea-
soning systems, which incrementally elicit a target problem 
through an interactive dialog with the user, attempting to 
minimize the number of questions before a solution is 
reached (Aha, McSherry and Yang 2005). To provide an 
adaptable, investigative system, the methodology we are ex-
ploring guides the user in a finite length interactive dialogue, 
removing the requirement to minimize session length to fa-
cilitate an ongoing discovery process. Additionally, the sys-
tem itself is a learning agent with the goal of predicting fu-
ture knowledge goals, and acquiring the information in ad-
vance to provide specific guidance to the user. 
 We first present the concept of a case-based knowledge-
goal trajectory and situate it within interactive question-an-
swer dialogues. Next we examine distance-based represen-
tation for measuring similar knowledge goals, and then we 
examine case retrieval of trajectories. After discussion of 
evaluation, we close with related research and a conclusion. 

Goal Trajectories and Dialogues 
In knowledge investigations, a knowledge goal represents a 
user’s desire for information, often expressed as a question 
or query (Ram 1990;1991). Achievement of a knowledge 
goal is decomposed into a hierarchical plan involving sim-
pler sub-questions to augment the investigative process. 
During a dialogue with a data source, the user performs que-
ries and continues to chain sub-goals together to work to-
wards a solution. During this process, the search plan can 
change as the user discovers new information and forms new 
questions; indeed, the questions themselves can change. 
Like attainment goals (i.e., goals to achieve world states), 
that are subject to transformation (Cox and Veloso 1998), 
we claim that a knowledge goal is also subject to change. 
Therefore, as interactive reasoning changes a knowledge 

1 Kyudo is “the way of the bow” in the Japanese martial art of archery. 
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goal, the path that leads to the final information can be rep-
resented by a goal trajectory, , a sequence of  
knowledge goals each represented as a directed graph 

 with vertices  and edges .  
 

 Each graph is a tree having root question  and sub-
questions as children along edges 

≠ . Note that ⊂ , with  defined in the next section.  
 Goal trajectories can be influenced either through the di-
rect interactive manipulation of goals (Cox and Zhang 
2007); via other users in the system issuing similar queries 
that provide the basis for recommending new goals; or by 
monitoring new information that has been added to the 
knowledge base. An investigative dialogue can be therefore 
seen as a planning problem where knowledge goals are not 
static and must be responsive to goal changes. We believe 
that a system can leverage goal change to provide guidance 
by proposing medium steps towards a series of predicted 
goals. This guidance will accelerate the user who is likely to 
take short steps toward a goal, yet not provide uncanny or 
mystifying advice by proposing longer, unintuitive steps. 
 In the context of an interactive system that attempts to as-
sist a user whose goals are changing, a dialogue is a discrete 
investigative session. In the dialogue, the user provides an 
initial knowledge goal (represented as a natural language 
question) to initiate the process. The system provides an-
swers through traditional information retrieval techniques or 
by answering fact-based sub-questions via a structured 
knowledge base. It also provides guidance in the form of 
new goals that may accelerate the goal change process to-
wards a final goal or to prevent the user from pursuing fruit-
less paths. During the dialogue, the system tracks goal 
changes by recording when new questions are posed. The 
dialogue is completed by a final knowledge-goal, presuma-
bly the target of the investigation. An investigation dialogue, 
, is represented with an initial goal , user  start time 2  

end time , length , and a Boolean (=  if successful). 

  

  
 By tracking goal changes and the goals that proceeded 
them, a system can construct a goal trajectory from a dia-
logue. In fact, a one to one relationship exists between a di-
alogue and a goal trajectory. Since dialogues occur in con-
text, cases can be retrieved based on the context of the user, 
which therefore improve guidance. It is for this reason that 
it is not correct to inspect or compare dialogues on their 
own, but rather to embed contextual information into the 

                                                
2 Time is a positive integer representing the number of seconds elapsed 
since the UNIX epoch (i.e., January 1, 1970). 

goal itself, so that similar goals may be proposed to the user. 
Dialogues are summarized as an ordered set of goals, sub-
goals (e.g. simpler goals designed to add information to the 
top level goal) and guidance that cause goal change.  

Distance-Based Representations 
A distance-based approach requires the encoding of 
knowledge goals into a vector representation so that related 
knowledge goals are nearer in the space. By computing the 
relative distances of these goals in the space, a goal trajec-
tory can be said to have a length, i.e., the sum of the dis-
tances between the knowledge goals that compose the tra-
jectory. The trajectory magnitude is the distance between 
the starting and final knowledge goal.  
 If the length of a trajectory is much greater than its mag-
nitude, then the user has followed a complex and circular 
path to their final goal. Part of the reason for this could be 
tangential or false paths. A short circuit of a complex 
knowledge goal means that the guidance provided by the 
system brings the ratio of a goal trajectory’s length and mag-
nitude closer to 1, preventing complexity or poor reasoning. 
 When the length is similar or equal to the magnitude of 
the goal trajectory, this indicates a straight forward line of 
investigation that proceeds in an ordered fashion directly to-
wards the final goal. In cases like this, guidance will accel-
erate the user towards the final goal, such that they may skip 
intermediate knowledge goals and arrive at their final goal 
much faster. However, here a system must be careful; it can-
not simply point the user to the end of the goal trajectory as 
that might cause confusion when it is not clear how the path 
to that knowledge was deduced. Instead, acceleration skips 
over knowledge goals in the investigative chain, possibly 
providing feedback about why the acceleration would help. 
Feedback allows a user to closely associate the reasoning 
path with the system’s guidance and trust it. 
 The two dialogues in Figure 1 are both within Kyudo’s 
concierge corpus where the nodes are questions in goal 
space and their connection forms their dialogue. Both dia-
logues share their initial questions and lie one on top of the 
other. Their shared questions are about a family with chil-
dren looking for an activity that is family oriented. Through 
their investigation, they learn that there is a fair in town. At 
this point, the tangent was introduced in Dialogue 48. The 
questions that appear in red are part of Dialogue 48 and are 
tangential and can be seen to diverge from the family related 
questions about the local fair as the user begins asking about 
bars and the best beers. Dialogue 48 then resumes its initial 
family-related inquiry, and both paths converge on the final 
knowledge goal about transportation to the fair.  

478



Figure 1. Two trajectories in a 3Dl goal space. Dialogue 48 is the 
current trajectory and contains tangential questions shown as red 
nodes. Dialogue 49 is the efficient trajectory where its questions 
are light purple nodes overlaid on Dialogue 48. 

 What is important to note is that the two tangential ques-
tions completely changed the direction of Dialogue 48’s in-
vestigation in goal space. As investigations become more 
complex, tangents can become more frequent and can sig-
nificantly increase the time taken to satisfy the knowledge 
goal of the user’s investigation when they pursue unrelated 
and irrelevant paths of investigation. 

The Knowledge-Goal Space 
A goal space is a multidimensional representation of all pos-
sible knowledge goals where a point in this space is a goal 
location. Similar questions should thus be close as measured 
by Euclidean-like distances. Features of the natural lan-
guage question group into concept, context, and task. Each 
is represented as a vector that together determine a goal 
space location. 

 

1. Concept Vector: The concept vector uses a Term Fre-
quency Inverse Document Frequency (TF-IDF) vector of 
the words in the question. Because questions are so short, 
TF-IDF is a good measure of the importance of infrequent 
words in the corpus. Moreover, this vector is reduced by 
a truncated singular value decomposition such that only 
the 50 best components of the vector remain. It can be 
described as follows, where  is a string from the alphabet 
Σ,  is a parse tree, and ⊆  is a set of topic labels. 

 
 

2. Task Vector: We have identified 6 potential tasks related 
to why the knowledge goal is being solved including fac-
tual questions like “who” or “what”, explanation ques-
tions like “why” or “how”, as well as existential and per- 
mission tasks. This vector is simply a Boolean vector of 
the tasks of these questions based on a lightweight syn-
tactic analysis as shown below 

 
 

3. Context Vector: The context vector embeds the user-spe-
cific information into the goal including time of day, lo-
cation of query, as well as relative position of the 
knowledge goal in a dialogue.  

 

 These component vectors are easily computed from a nat-
ural language question using a lightweight parsing tech-
nique. The final knowledge goal representation is simply the 
ordered union of the concept, task, and context vectors. Be-
cause the TF-IDF vector has to be computed on a medium 
to large corpus of questions ahead of computing the vector 
at run time, three corpora were used: Free917, WebQues-
tions, and our concierge dialogues.  
 The distribution of questions from this corpus is shown 
using a principle component analysis (PCA) of the two or 
three most informative directions of each dimension, then 
mapped to two or three dimensions respectively. A two di-
mensional representation is shown in Figure 2. It is im-
portant to note that because PCA acts as a coordinate trans-
formation, negative values can occur for some dimensions 
within the data, but the overall clustering of data points is 
still preserved.  

 Figure 2. Two dimensional PCA projection of knowledge goals 
from Free917, WebQuestions, and a concierge corpora of ques-
tion/answer pairs. Distinct clusters have formed, generally re-

lated to task. Questions at the cursor are enumerated with KNN. 

Measuring Similarity  
For each new question posed to Kyudo, the parser produces 
a grammatically structured parse tree of constituent phrases. 
Each token from the phrase is queried to Wikipedia to fetch 
the related semantic entities from the first section of the page 
called the extract. This extract is filtered for stop words and 
we calculate the TF-IDF measure over all the knowledge 
goals we have in the casebase. This provides an addition to 
Kyudo’s concierge corpus to expand Kyudo’s knowledge of 
semantically related keywords and therefore any conceptu-
ally related knowledge goal in Kyudo’s casebase. 
 A weight is assigned to each of the three components, i.e., 
concept, context and task of the knowledge goal. The re-
sponses retrieved for a question with a greater weight on 
context would fetch more related questions matching the 
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context metadata rather than matching either task or concept 
related keywords. Figure 3 shows the related questions 
fetched based on the method discussed above. 

 Figure 3. Kyudo application showing the related questions 
fetched for the natural language question asked. 

Goal Trajectory Retrieval 
Kyudo’s interface engages the user in a conversation where 
the user asks a series of questions or knowledge goals spec-
ifying whether each one is a new goal or a sub-goal (see Fig-
ure 4). The series of knowledge goals asked becomes a dia-
logue or goal trajectory and is used to retrieve similar goal 
trajectories from Kyudo’s casebase. Retrieval is based on: 
concept, context and task. For each new goal trajectory ini-
tiated by a user, Kyudo will first retrieve all stored cases of 
goal trajectories that pass contextual checks of time and pro-
file similarity based on a k-nearest neighbor (KNN) algo-
rithm (Aha, Kibler and Albert 1991; Cover and Hart 1967). 
In the time check, the start time for each retrieved case is 
compared to the start time of the new goal trajectory. If the 
time difference is less than an arbitrary threshold of four 
hours, the goal trajectory is said to survive and will then be 
processed for profile similarity. Profile similarity will then 
check the similarity of the user in the new goal trajectory 
against users in all surviving goal trajectories for matches in 
gender, marital status, and an age difference within a thresh-
old of four years. The reasoning behind analyzing time and 
profile similarity is because the answer to questions for a 
given domain may depend on contextual attributes of the di-
alogue and its user. For example, within our concierge do-
main the answer to the question “What can we do for fun?” 
would have a different answer for a middle aged married 
man with his family asking it at noon than it would for a 
group of single twenty year old males asking the question at 
midnight. While the words used in both utterances of the 
question are identical, the underlying context is drastically 
different thereby requiring a different answer. 
 If the user profile of the processed goal trajectory matches 
in all three attributes, the goal trajectory survives to be pro-
cessed by the final check of initial similarity. 

Initial Similarity Filter 
The Initial Similarity Check measures task and conceptual 
relevance of the knowledge goals that appear in the begin-
ning of each surviving goal trajectory against the knowledge 
goals in the current goal trajectory whose length is n. For 
each goal in the current trajectory, a document is created 

consisting of the question text and all extracts of each con-
stituent concept queried to Wikipedia. This effectively 
transforms our current dialogue into a list of documents. A 
similar process is performed on each surviving dialogue. 

Figure 4. Kyudo's reasoner application interface 

 TF-IDF similarity scores are calculated for each docu-
ment in the current dialogue against the document that coin-
cides the same index of a surviving trajectory. This produces 
a list of similarity scores from 0 to 1 where 1 is a perfect 
match. If a score is at least 0.85, that document is considered 
to be a similarity match allowing Kyudo to identify concep-
tually related questions.  
 A sequence or list of similarity matches l is maintained, 
and if the number of similarity matches for a surviving goal 
trajectory is greater than or equal to a set threshold of n/2, 
where n is the length of the current dialogue, then the goal 
trajectory is considered a match. These matching goal tra-
jectories are then ranked by their number of initial similarity 
matches and the  for the top three dialogues with the 
greatest number of matches are returned. Figure 5 shows 
Kyudo’s goal trajectory retrieval algorithm.  

Evaluation 
Inefficient goal trajectories are dialogues which contain tan-
gents or false starts unrelated to the user’s knowledge inves-
tigation thereby prolonging the time it takes the user to sat-
isfy their knowledge goal. Trials were performed to measure 
the effect that tangents have on the length of a dialogue in 
goal space. Each trial consisted of one goal trajectory known 
to contain tangents called the current trajectory and one ef-
ficient goal trajectory without any tangents which was re-
trieved by Kyudo.  
 The questions within trajectories were transformed into 
three dimensional vectors where their (x, y, z) coordinates 
corresponded were their coordinates in the first, second and 
third principal components. Euclidean distances for each 
pairwise coordinates were found and the sum of these dis-
tances was the total length of the trajectory. The length of 
the efficient trajectory was compared against the length of 
the current trajectory and the difference was said to be the 
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savings. The savings ratio is the savings over the length of 
the current trajectory. Five such trials were performed on di-
alogues which were created to demonstrate this tangent 
recognition. 

Figure 5. Retrieval algorithm to find the best matching cases.  

 Preliminary results show a significant decrease in trajec-
tory length (see Table 1). An average savings of 36.6% in 
the total length of trajectories was achieved where tangents 
were avoided. While this average savings may not be statis-
tically significant, it is suggestive of Kyudo’s capacity to 
identify and remove tangents within a dialogue. This trans-
lates into a more efficient knowledge investigation because 
of a shorter path towards knowledge discovery. 

Table 1. Percentage savings on the length of the retrieved goal 
trajectories compared with that of current goal trajectories. Note 
that the number of nodes is the number of questions in a dialogue. 

Related Research 
This work is related to (Powell 2011) which demonstrates a 
case-based reasoning approach to the adaptation of 
knowledge which can be dynamically mined from web-
based resources. Their novel method utilizes large web-
based data sets, similar to Wikipedia used by Kyudo, in or-
der to solve the problem of adaptation or revision of a case 
to make it applicable to the user’s current task. Our work 
with Kyudo adopts a similar web-based data mining ap-
proach and incorporates dialogues which track the overall 
sequence of goal changes and the evolution of the questions 
(Ram 1991) being asked. Our work differs in that goal 
changes, along with the addition of conceptual knowledge 
and contextual relevance, allow Kyudo to retrieve not just 
related questions, but entire dialogues. While their work im-
proves their systems ability to adapt cases, our work focuses 
more on tracking the goal changes within the current dia-
logue thereby allowing Kyudo to guide the user’s current 
investigation based on our casebase and short circuit the 
user’s knowledge discovery process.

Our approach builds upon previous work (Aha et al. 
2015), particularly a taxonomy of knowledge goals, to cre-
ate a multidimensional representation of a knowledge goal. 
This representation is defined by a knowledge goal space 
with which we can compare goal similarity using distance 
metrics. This implementation therefore allows us to use a
simple nearest neighbor algorithm to provide guidance to 
the user; a simplification that improves upon many chal-
lenges regarding case-based learning.

The work of (Aha, McSherry and Yang 2005) is highly 
relevant due to Kyudo’s conversation based interface. Their 
work highlighted the importance of refining the user’s ques-
tion to solve a problem. Such problems faced by the user are 
usually vaguely or briefly defined and lack adequate detail 
for the system to provide a meaningful solution. Their 
method of implementing a conversational style interface to 
extracting details of a target goal was proven to be effective 
and close to the natural way humans communicate prob-
lems. Our work builds on this style of conversation based 
interface and also tracks the user’s decomposition of goals 
into sub-goals. By allowing users to map out a ’plan’ to 
solve their target goal, Kyudo can better understand the con-
text of why goals change and identify false tangents to better 
provide guidance.

The research described in Cox and Zhang (2007) empha-
sizes the need for systems with the potential to maximize the 
individual strengths of humans and AI. Their work argues 
the need to “model planning as a goal-manipulation task” or 
mixed-initiative planning as opposed to traditional search 
based planners. Mixed-initiative planning regards plans as 
being a series of goal adaptations (Cox and Veloso 1998),
and this overall evolution as being the byproduct of human 

Trials 

Retrieved 
Trajectory (Dialogue) 

Current 
Trajectory (Dialogue) Sav-

ings Ratio 
ID 
# Length # 

Nodes 
ID 
# Length # 

Nodes 
1 41 0.967 6 40 1.412 8 0.445 31.5% 

2 49 0.859 6 48 1.216 8 0.357 29.4% 

3 53 1.174 8 54 1.834 10 0.660 36.0% 

4 37 1.755 6 36 2.819 8 1.064 37.7% 

5 56 1.006 6 57 1.957 9 0.951 48.6% 

Avg.  1.152 6.4  1.848 8.6 0.695 36.6% 
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and AI collaboration. Goal transformation and goal reason-
ing as discussed in Cox and Dannenhauer (2016) change the 
goals using metacognition. 
 Kyudo’s Reasoner application engages the user in a dia-
logue, and the user provides Kyudo the general trajectory of 
the dialogue. As the dialogue progresses, Kyudo’s under-
standing of both the target goal and retrieval improves, 
which enhances (Ram 1990) its ability to guide the direction 
of the conversation and streamline the user’s knowledge dis-
covery process. The dialogue constitutes a plan with the goal 
being to obtain an investigative solution. 
 The work done in de Mantaras et al. (2005) has proven to 
be invaluable as it succinctly describes the overall architec-
ture of any case-based reasoning system. In their paper, they 
describe retention, reuse, revision and retrieval as being the 
main components of a case-based reasoning system. Kyudo 
adheres closely to their methodology which has provided a 
framework from which Kyudo was modeled. By providing 
our team with the terminology necessary for effective com-
munication, the process of Kyudo’s development has proven 
to be more practical. 

Conclusion 
Knowledge investigations made by humans often follow 
different trajectories based on the target goal of their inves-
tigation. By providing guidance towards a target knowledge 
goal, Kyudo accelerates the user’s investigation process and 
helps to avoid false tangents. Our work represents a 
knowledge goal as a vector comprising of concept, context 
and task components. Kyudo incorporates Case-based rea-
soning principles for goal retrieval by calculating the TF-
IDF of the given natural language question to expand its 
own knowledge by fetching the related semantic entities 
from Wikipedia. This enables Kyudo to provide the user 
with more accurate information vital to achieve successful 
knowledge discovery and retrieve matching goal trajecto-
ries.  
 Current work is being done to further develop Kyudo’s 
guidance capabilities and recognition of false tangents 
within a dialogue. Further evaluation is needed on examples 
that use randomly chosen dialogues. Adaptation of related 
dialogues has yet to be developed and is another area of fu-
ture research.  
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