
intervention to model the agent’s inputs and outputs. We 

domain’s predefined performance metrics (e.g., safety and 

an expert’s demonstration of the behavior.

2015) to learn a feature representation from the agent’s raw 

agent’s comple

the expert’s behavior).
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similar in that they separate the agent’s learning and 

require the agent’s inputs (i.e., what objects it can observe 

(e.g., in a game’s user manual, in a robot’s des
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removes the need to explicitly model an agent’s 

sensory information in this format (e.g., a game’s 
visualization, a robot’s onboard camera). 

contains the player’s entire field of 

the expert’s behavior. 
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opponent’s goal. In each match, a single Krislet agent was 
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opponent’s goal net is often only visible in the full 
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it observes. Our approach uses observations of an expert’s 

observations they use, with one using the expert’s entire 

it is possible to train an agent that can learn an expert’s 

use policies in the game of Texas Hold’em. In 
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