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Abstract
From literature surveys to legal document collections, people
need to organize and explore large amounts of documents.
During these tasks, students and researchers will search for
documents based on particular themes. In this paper, we use
a popular topic modeling algorithm, Latent Dirichlet Alloca-
tion, to derive topic distributions for articles. We allow users
to specify personal topic distribution to contextualize the ex-
ploration experience. We introduce three types of exploration:
user model re-weighted keyword search, topic-based search,
and topic-based exploration. We demonstrate these methods
using a scientific citation data set and a Wikipedia article col-
lection. We also describe the user interaction model.

1 Introduction
In a variety of situations, from literature surveys to legal doc-
ument collections, people try to organize and explore large
amounts of documents. Current technology to search on doc-
uments are done based on keywords with minor extensions.
Keyword-based search is useful when the user knows ex-
actly what he or she is looking for. It is not particularly
useful when a user wants to explore or learn a new topic.
The difficulty with keyword-based search is especially pro-
nounced when, for example, a researcher wants to find out
the state of the art in a particular area or a student would like
to create a literature survey. In such situations, topic-based
search can return more relevant results. Topic-based search
is a classification of the search space to highlight topical rel-
evance. In order to accomplish this, the topics underly doc-
uments across collections need to be extracted, and then the
documents have to be represented in terms of those topics
and ranked based on relevance to a particular topic.

In our system called Grisham we present various tech-
niques for topic-based exploration and search of articles.
Our work allows users to search for documents using three
paradigms. First, users may perform a traditional keyword-
based search for papers. The results are re-ranked based on
a topic distribution specified by the user. Second, user may
perform a topic-based search where the user specifies a topic
she is interested in and documents will be returned ordered
by their relevancy to the topic. Lastly, users may explore top-
ically similar documents using a visual graph like interface.
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This paper discussed the implementation of three search
and exploration paradigm that are a developed inside of Gr-
isham . The main contributions of this work are as follows:

• A search based on user-defined preferences. A user can
interactively define a topic-based model for their search
preferences.

• An implementation of ranking functions for topic-based
search.

• A novel interaction model for topic-based exploration.

This paper is organized as follows. In Section 2, we give
an introduction to topic models. In Section 3, we describe
the theoretical structure of Grisham . In Section 4, we de-
scribe the user interface and the user interaction model. Fi-
nally, we conclude this paper with a discussion of related
work in Sections 5 and 6.

2 Topic Models
Topic models are a set of models for the documents in a col-
lection or corpus. They enable us to represent properties of a
large corpus containing numerous words with a small set of
topics, by extracting the underlying topical structure of the
corpus and representing the documents according to these
topics. We can then use these representations for organizing,
summarizing, and searching the corpus. Traditionally, topic
models assume each word occurrence within a document is
independent. This is the assumption of “bag of words” mod-
els. Latent Dirichlet Allocation or LDA (Blei, Ng, and Jor-
dan 2003) is a well known, generative, probabilistic topic
model for a corpus. A probabilistic generative model as-
sumes data as observations that originate from a genera-
tive probabilistic process that includes hidden variables. The
hidden variable are typically inferred via posterior inference.
In posterior inference, one tries to identify the posterior dis-
tribution of the hidden variables that are conditioned on the
observations. Loosely speaking, one can consider posterior
inference as the reverse of the generative process. LDA as-
sumes that there exists a set of latent (hidden) topics for
a give corpus. A topic is defined as a distribution over the
corpus vocabulary. The topics are assumed to be generated
from a Dirichlet distribution with a set of parameters. For
example, a topic about whales will have words related to
whales and related topics (e.g., blue whales, killer whales,
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whaling, etc.) with high probability and words related to
other unrelated topics (e.g., sports, medicine, etc.) with low
probability—assuming the corpus is built from a subset of
articles from the topics whales, sports, and medicine. In ad-
dition, each document in the corpus is described by a latent
topic distribution and the words in a document are gener-
ated from the document specific topic distribution. The doc-
ument topic distributions are also assumed to be generated
from another Dirichlet distribution with a set of parameters.
In real life, we only observe documents and their words. As
in any generative probabilistic model, the latent variables in
the LDA model are typically identified by posterior infer-
ence.

Unfortunately, in most of these generative models, pos-
terior inference is intractable due to the high dimension-
ality of the latent variable space, and practitioners typi-
cally rely on approximate posterior inference alternatives.
For the LDA model, people have used different approxi-
mate inference methods such as deterministic optimization
methods (Blei, Ng, and Jordan 2003) and sampling meth-
ods (Griffiths and Steyvers 2004) for the inference. Blei, Ng,
and Jordan employed variational methods to find approxi-
mations to the posterior distribution of latent variables, by
posing a family of lower bounds on the log likelihood in-
dexed by a set of variational parameters. The variational pa-
rameters are then identified by a deterministic optimization
procedure that seeks to find an optimal lower bound. Grif-
fiths and Steyvers’s method was based on Gibbs sampling—
a Markov chain Monte Carlo method that helps to approx-
imate the intractable posterior integral as an empirical es-
timate of the samples generated from a Markov chain. In
Gibbs sampling, one forms the Markov chain by repeat-
edly sampling each variable conditional on the most recently
sampled values of the other variables (Geman and Geman
1984). In this paper, we use the scalable implementation of
the online variational inference algorithm for LDA (Hoff-
man, Blei, and Bach 2010) by Řehůřek and Sojka 2010.

Due to the fully generative semantics, even at the level
of documents, LDA is expected to overcome several draw-
backs such as synonymy and polysemy of words where in
earlier models, e.g., TF-IDF (Salton, Wong, and Yang 1975)
and Latent Semantic Analysis (LSA, Dumais et al. 1995).
In this paper, we are interested in the LDA model param-
eters such as the corpus-level latent topic distributions and
document-level latent topic distributions. The latent docu-
ment topic distributions are lower dimensional representa-
tions of documents (which traditionally are vocabulary-size
term-frequency vectors) and useful for finding and grouping
similar documents in a corpus. The latent topics in a cor-
pus, which are distributions over the vocabulary terms, are
helpful in visualizing the prevalent thematic structure of a
corpus and exploring documents related to a specific theme
of interest. In the Grisham section, we describe how we ex-
ploit these model parameters.

Now we describe the notation we use in this paper. For
a given corpus, let D be the number of documents in the
corpus and V be the number of terms in the corpus vocabu-
lary. The number of topics K in the corpus is a constant and
known. For d = 1, 2, . . . , D, we denote the K dimensional

vector θ∗d as the estimate of document d’s latent distribution
on the topics identified via an approximate posterior infer-
ence algorithm. In addition, for j = 1, 2, . . . ,K, we denote
the V dimensional vector β∗j as the estimate of jth topic dis-
tribution. This forms aK×V topic matrix, whose jth row is
the jth topic and each element β∗jt represents term t’s prob-
ability for the jth topic.

3 Grisham
Grisham system is built to process articles, provide fast re-
sponse to user queries and display descriptive results in a
user interface. In this section we describe our pre-processing
steps to extract topic models from the documents. We then
discuss the user model behind each user search and user
model re-weighted keyword search. Finally, we discuss our
methods for topic-based search and exploration.

Data pre-processing and topic learning
Here we describe the main pre-processing steps we perform
on a collection of articles for topic modeling and search.
First, we tokenize articles with the help of the python Natu-
ral Language Toolkit (NLTK) 1 and a set of predefined reg-
ular expressions. Next, we standardize tokens by removing
noise and stop-words. We use typical normalization tech-
niques for word tokens such as stemming, in particular we
use the popular Porter stemming algorithm (Porter 1980) im-
plementation in NLTK. After building a vocabulary of cor-
pus words, each document is represented as a sparse “bag
of words”. Last, we use the processed documents as input to
the topic learning algorithm (Hoffman, Blei, and Bach 2010)
which will in turn learn the latent topic structure of a corpus
from the term co-occurrence frequencies of the correspond-
ing documents.

User Model
When performing search, exploration and discovery over ar-
ticles users may bring particular context to their search. In-
corporating this information into the search process has been
shown to be beneficial to users (Dou, Zhicheng and Song,
Ruihua and Wen, Ji-Rong 2007; Ma, Zhongming and Pant,
Gautam and Sheng, Olivia R. Liu 2007). We develop a user
model that encapsulates the users personal context and inte-
grates it into their search task.

This model is a distribution of weights for each identified
topic in a corpus. Formally, given a set of topics β∗j s the user
model is defined as

U = {u0, . . . , uK}

where uj ∈ [0, 1],
∑K

j=1 uj = 1, K is the number of topics
in the corpus. We allow the user to interactively select the
weights that correspond to each topic learned over the cor-
pus. This allows the users to change preferences with each
query for more desirable results.

1http://www.nltk.org/
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User Model Re-weighted Keyword Search
The user model is used to provide better feedback to the
user. After a keyword-based filter, the document results of
the search are re-ranked using the KL-divergence of each
document and the user model. Formally, given the set of re-
sult documents D:

KL(U||θ∗d) =
K∑
j=1

uj ln
uj
θ∗dj

. (1)

where d ∈ D and θ∗d is the topic proportion for document d
from the LDA model.

Topic-Based Search
Another method of search is to identify the topics of real
interest, observing the most informative terms in the esti-
mated topics. To identify informative terms in a topic we can
sort vocabulary terms in the order of their term probabilities.
That is, each vector β∗j in the topic matrix is sorted.

In literature, researchers have proposed several other
methods for finding informative terms (Chuang, Manning,
and Heer 2012) and evaluating topics (Mimno et al. 2011).
In this paper, we use a visualization scheme called word
cloud (Davis 2013), to visualize the most probable words
in a topic. For example, see Figure 1 for the visualization of
a topic that is extracted from a corpus, which is built from a
subset of Wikipedia articles under the category Whales.

We can exploit the estimated document specific topic dis-
tributions of individual articles (θ∗d) in a corpus, to rank them
on relevance for given a topic. Let t be the index for the topic
of interest. For each document d = 1, 2, . . . , D in the cor-
pus, we can calculate (George et al. 2012)

m(d) = ln θ∗dt +
∑
j 6=t

ln(1− θ∗dj), (2)

where j = 1, 2, . . . ,K and each θ∗dt is normalized, i.e.,∑K
j=1 θ

∗
dj = 1. We then sort the documents based on each

m(d) to rank them on relevance. Intuitively, we can see that
Equation 2 will give a high value for a document, if the doc-
ument is thematically related to the tth topic.

Topic-Based Exploration
If a user find an interesting document and she would like
to find other similar documents she may use the topic-based
method of exploration. To visualize the hidden topical con-
tent of the article we use the estimated document topic distri-
bution, θ∗d. For example, Figure 2 shows a Doughnut Chart2
visualization for the Wikipedia article Killer Whale. It is an
article listed under the Wikipedia category Killer Whales.
Different slices of the doughnut chart represent different top-
ics in the article Killer Whale. The size of a slice represents
the probability of a topic given the article. For this illustra-
tion, we labeled all the topic distributions obtained via the
LDA posterior inference, on a corpus that is built using a
subset of Wikipedia articles under the category Whales. We
used the topic word clouds and the Wikipedia subcategories

2https://developers.google.com/chart

under the category Whales for labeling. Once we find an in-
teresting topic to pursue, we can explore all the relevant doc-
uments under that topic using the method described in the
previous section.

Figure 2: Visualization of the document specific topic distri-
bution for the Wikipedia article Killer Whale.

Another way to visualize a document is to look at its para-
graph or section specific topic distributions. Each section
or paragraph is written with careful attention in every peer
review article or paper. While looking at an article or pa-
per, one can easily identify which section or paragraph is
of one’s real interest. This intuition can be used to improve
topic based exploration. We used the learned LDA model to
estimate a section or paragraph’s topic distribution using the
Gensim LDA implementation (Řehůřek and Sojka 2010).
This is an online task and is performed when a user selects
a section or paragraph of an article, which is described in
detail in the Grisham User Interface section.

Another interesting option to explore is how we can use
an article’s topic distribution for searching similar articles of
interest. Recall that LDA enables us to transform documents
in a corpus into vectors (θ∗d) in a lower dimensional topic
space of that corpus. One can then define similarity between
two documents via any typical vector space similarities, e.g.,
cosine similarity.

4 User Interface
To demonstrate Grisham’s exploratory search we loaded sci-
entific papers from the DBLP conference (Tang et al. 2008)
and also Wikipedia articles downloaded using the Medi-
aWiki API 3. The Grisham website has a list of topics with
a slider associated with each of them using which a user
can specify the degree of interest in that particular topic.
The weightage specified by each slider corresponds to the
components of the user model. The user model is a profile
of preference provided by the user before she makes any
search.

Initially, all the extracted topics from the corpus are
shown along with their most informative words (see Fig-
ure 3). This list is color coded to distinguish the relevance
of topics as indicated by the user model — much like a heat
map. The user can look at this heat map to adjust their topic
preferences. The list is clickable and once a topic is selected,

3https://www.mediawiki.org
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Figure 1: Topic Word Cloud. Words with high probabilities for the given topic are larger in size and words with low probabilities
for the given topic are smaller in size. From the most probable words, we can infer that the topic mainly refers to the Wikipedia
category Killer Whales—one of the main categories from which, we downloaded the articles for the corpus.

relevant articles to that topic ranked based on the user model
are displayed. In the Graph Explorer interface, the citations
for the current article is ranked using Equation 1. The cita-
tions (of that article) that are most similar to the user model
are ranked the highest.

The tab Keyword Paper Search (Figure 3) contains the
interface for the user model weighted keyword search. The
user may enter one or more keywords representing topics,
author names, etc. The keywords are searched in the title,
abstract, and author fields of all the articles. The discovered
results are re-weighted using the user model.

For topic exploration Grisham allows a user to click on a
specific topic to see the informative words for that topic in
a word cloud (Figure 1). By selecting a topic the user can
explore more about the articles associated with the topic us-
ing Force-Directed Graph (Bostock, Ogievetsky, and Heer
2011) (Figure 4). A user can navigate to a particular docu-
ment by clicking a document node (orange) in the graph.

On the document visualization page, we show a doughnut
chart for the document topic distribution as well as a pre-
view of the document contents. Clicking on the topics in the
doughnut chart will take the user to the topic word cloud
page. Selecting a section or paragraph changes the dough-
nut chart to reflect the topic distribution specific to that se-
lection. For example, the document visualization page for
Killer whale is displayed in Figure 5.

The Graph Explore interface allows a user to recursively
drill down a graph of an article and its out-links (citations).
This is a common method of literature exploration; a user

Figure 3: The interface for examining the effect of changes
to the user model on the topics.

takes up a base article and then reads all the articles which
have been cited in that base article. These steps are recur-
sively performed for each subsequent article until the user
has found a sufficient amount of articles or they have read all
the articles in their collection. The graph explore interface
allows a user to perform this in a more visually appealing
manner. Once a user decides on a base article (through any
search scheme), the system shows a graph representation of
its citations which are ranked based on her profile (i.e. user
model ). This will help her pursue the most relevant articles
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Figure 5: Visualizing the topic distribution of the introduction section of the Wikipedia article Killer Whale. See Figure 2 for
the topic distribution of the whole article.

first. Clicking on any secondary article will expand the graph
further and list secondary citations ranked based on the user
model.

5 Discussion and Related Work
A system of note is Yang et al. (Yang, Torget, and Mihalcea
2011) who applied topic modeling to collections of histori-
cal news papers to assist search. They found that the topics
generated from topic models are are generally good, how-
ever once the sets of topics are generated, an expert opinion
is required to name them. In Grisham , we allow users to
select numbered topics for article-search based on topically
relevant words.

Termite (Chuang, Manning, and Heer 2012) provides a
visual analytic tool for assessing topic quality that allows for
comparison of terms within and across latent topics. They
introduce a saliency measure that enables the selection of
relevant terms. For a particular topic, the system provides
the word frequency distribution relative to the full corpus
and shows the most representative terms according to the
saliency measure.

A number of previous work (Chang et al. 2009; Mimno et
al. 2011; Newman et al. 2010) depended heavily on experts
examining lists of the most probable words in the topic and
validating the models. Hall et al. (Hall, Jurafsky, and Man-
ning 2008) applied unsupervised topic modeling to study
historical trends in computational linguistics across 14,000
publications. The work required experts to validate the qual-
ity of the results. Only 36 out of 100 topics were retained,
and there were 10 additional topics that were not produced

by the model and had to be manually inserted.
For visualizing the results, previous work (Chuang, Man-

ning, and Heer 2012; Bertin 1983; Henry and Fekete 2007)
use a matrix style view to surface the relationships between
many terms. These tools are created for evaluating topic
models. Interacting with such visualizations can be complex
because the user should already have an intuition about the
results in advance in order to properly generate necessary
orderings. Leake et al. (Leake, Maguitman, and Reichherzer
2003) provide methods to aid concept mapping by suggest-
ing relevant information in the context of topics models, rep-
resented as concept maps.

Wu et al. have created an advanced full-text search engine
for academic articles (Wu et al. 2014). This project can be
viewed as the state of the art in this area. However, we have
not found any evidence that they integrate topic modeling
techniques to further search. Integration of the user model
with the CiteSeerX system is an interesting research direc-
tion.

6 Summary

We describe Grisham , a system for topic-based article
search and exploration given a user model. This paper de-
scribes a promising search paradigm. Any researcher who
would like to do exploratory search or literature reviews will
find the system beneficial. In the future, we would like to
perform user studies to obtain feedback on the effectiveness
of the three search paradigms.
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Figure 4: Visualizing topic-based search in Grisham , orange
nodes represent documents and blue nodes represent the es-
timated topics in a corpus. For this illustration we only show
four topics (light blue nodes). Topic names appear when the
user hovers over a node.
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