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Abstract

Consensus clustering and meta clustering are two im-
portant extensions of the classical clustering problem.
Given a set of input clusterings of a given dataset, con-
sensus clustering aims to find a single final clustering
which is a better fit in some sense than the existing clus-
terings, and meta clustering aims to group similar input
clusterings together so that users only need to examine a
small number of different clusterings. In this paper, we
present a new approach, MCC (stands for multiple con-
sensus clustering), to explore multiple clustering views
of a given dataset from the input clusterings by combin-
ing consensus clustering and meta clustering. In par-
ticular, given a set of input clusterings of a particular
data set, MCC employs meta clustering to cluster the
input clusterings and then uses consensus clustering to
generate a consensus for each cluster of the input clus-
terings. Extensive experimental results on 11 real world
data sets demonstrate the effectiveness of our proposed
method.

1 Introduction

Consensus/Ensemble clustering, also called as aggrega-
tion of clusterings or ensemble clustering, refers to the
problem of finding a single (consensus) clustering from a
number of different (input or base) clusterings that have
been obtained for a particular dataset. Many different ap-
proaches have been developed recently to solve consensus
clustering problem (Gionis, Mannila, and Tsaparas 2005;
Strehl, Ghosh, and Cardie 2002; Li, Ding, and Jordan 2007;
Hu et al. 2005). More recently, several approaches have
also been proposed to select a subset of input clusterings to
form a smaller but better performing cluster consensus than
using all available solutions (Fern and Lin 2008; Azimi and
Fern 2009). Typically, in these existing consensus clustering
approaches, all the input clustering solutions or the selected
subset of input clustering solutions are combined together
to output a single consensus clustering of the data that is
“better” than the existing clusterings, i.e., in this consensus
clustering, clusters are better separated, or equivalently, the
clustering objective functions are improved. There is, how-
ever, a significant drawback in generating a single consen-
sus clustering. Recent studies have shown that in consensus
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clustering: 1) different input clusterings could differ signif-
icantly, and 2) subsets of input clusterings could be highly
correlated (Li, Ding, and Jordan 2007; Azimi and Fern 2009;
Caruana, Elhawary, and Nguyen 2006). When different in-
put clusterings differ significantly, the consensus by simply
averaging is really a brute-force voting and there is no real
“consensus” in their original meaning. As a result, a sin-
gle “consensus” may not be ideal in many cases and find-
ing a single consensus clustering solution is not always the
best way to explore hidden pattern structures for a given
dataset (Caruana, Elhawary, and Nguyen 2006). Then, meta
clustering is proposed to generate many alternative groups
of good clusterings and allows the users to select the use-
ful groups of clusterings (Caruana, Elhawary, and Nguyen
2006).

Real world datasets such as text and biology datasets are
often multi-faceted with high dimensions. They can often
be interpreted in many different ways and can have differ-
ent clusterings that are reasonable and interesting from dif-
ferent perspectives (Caruana, Elhawary, and Nguyen 2006).
In fact, in many datasets, clusters overlap substantially and
natural clusters cannot be defined clearly. In general, a
single (even the “best” if exists) clustering objective func-
tion can not effectively model the vast different types of
datasets (Ding and He 2002). Therefore, it is interesting
to explore multiple clustering views of a given data set. In
addition, when the input clusterings differ significantly and
constitute different groups, it is quite likely that the consen-
sus formed by a certain group of input clusterings achieves
better clustering performance than the consensus formed us-
ing all the input clusterings.

In this paper, we present a new approach MCC to explore
multiple clustering views of a given dataset from a set of in-
put clusterings by combining consensus clustering and meta
clustering. Given a number of different (input) clusterings
that have been obtained for a particular dataset, instead of
generating a single consensus, our method first computes the
pairwise similarities between input clusterings, and then or-
ganizes the different input clusterings into k groups where
k is determined based on the spectral properties of the simi-
larity matrix. Different from meta clustering that finds many
alternate good clusterings of the data, our method generates
consensus clusterings from the input clusterings of a given
data set. Different from consensus clustering which finds a
single consensus from the input clusterings, MCC groups
the input clusterings and obtains multiple consensuses (a
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consensus for each group). In summary, This proposed ap-
proach brings two interrelated but distinct themes from clus-
tering together: consensus clustering and meta clustering.
Given a set of input clusterings of a particular data set, it
first employs meta clustering to cluster the input clusterings
and then uses consensus clustering to generate a consensus
for each cluster of the input clusterings. Extensive exper-
imental results on 11 real world data sets demonstrate the
effectiveness of our proposed method.

The rest of the paper is organized as follows: Section 2
discusses the related work; Section 3 describes our proposed
algorithm; Section 4 shows the experimental results on 11
real world data sets; and finally Section 5 concludes the pa-
per.

2 Related Works

Consensus Clustering: Given multiple partitions gener-
ated by different clustering algorithms or different subsets of
the dataset or different feature spaces, consensus clustering
aims to ”combine” them into a single consolidated cluster-
ing that maximizes the agreement shared among all avail-
able clustering solutions and consequently obtains a better
clustering solution (Gionis, Mannila, and Tsaparas 2005;
Strehl, Ghosh, and Cardie 2002; Li, Ding, and Jordan 2007).
Different from traditional consensus clustering, our MCC
groups the input clusterings and obtains multiple consen-
suses (a consensus) for each group.

Meta Clustering: Meta clustering is proposed to gener-
ate many alternative good clusterings of the data and allows
the users to select the useful clusterings (Caruana, Elhawary,
and Nguyen 2006). In particular, meta clustering groups
similar input clusterings together so that users only need to
examine a small number of different clusterings. Different
from meta clustering that finds many alternate good cluster-
ings of the data, our MCC generates consensus clusterings
from the input clusterings of a given data set.

Alternative Clustering: Recently, many techniques have
been proposed to find alternative clusterings or multiple
complementary clusterings (Cui, Fern, and Dy 2007; Qi and
Davidson 2009). For example, Cui et al. presented a frame-
work to find all non-redundant clusterings of the data where
data points of one cluster can belong to different clusters in
other views (Cui, Fern, and Dy 2007). Different from alter-
native clustering, our MCC aims to explore multiple cluster-
ings views from the input clusterings of a given data set.

Recently, the combination of consensus clustering and
meta clustering is proposed in (Zhang and Li 2011) where
the different input clusterings are organized into a hierar-
chical tree structure and consensus clustering algorithm is
applied to obtain a single consensus for the input clusterings
in a subset of the hierarchical tree.

3 Methodology

3.1 An Overview of Multiple Consensus
Clustering

An overview of our proposed MCC method is shown in Fig-
ure 1. MCC consists of the following 4 steps:

1. Input Clusterings Generation where different input (or
base) clusterings are obtained by different clustering al-

gorithms (with different parameters) on the original data
set.

2. Comparing Input Clusterings where the pairwise similar-
ity matrix of the input clusterings is calculated. (See Sec-
tion 3.2.)

3. Meta Clustering where meta clustering is applied to group
the input clusterings into k clusters and k is determined
by the spectral model of the similarity matrix. (See Sec-
tion 3.3.)

4. Consensus Generation where multiple consensuses can
be generated by applying consensus clustering algorithms
to the different groups in the flat partition. (See Sec-
tion 3.4.)
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Figure 1: The general framework of multiple consensus
clustering.

3.2 Similarity Matrix Calculation

In order to group the given input clustering results, the sim-
ilarities between different clusterings need to be computed
first. Several measures can be used for comparing differ-
ent clusterings, such as pair counting (A, A, and I 2002),
set matching (Dongen and Dongen 2000), and variation of
information (Meila 2002). In our work, we compute the sim-
ilarity based on the connectivity matrix.

Formally let X = {x1, x2, · · · , xn} be a set of n data
points. Given a partitional clustering P , consisting of a set
of clusters C = {C1, C2, · · · , Ck} where k is the number

of clusters and X =
⋃k

�=1
C�, we can define the following

associated connectivity matrix S(P ):

Sij(P ) =

{
1 (i, j) ∈ C�, i �= j
0 Otherwise

, (1)

where (i, j) ∈ C� means that the i-th data point and the j-th
data point are in the same cluster. In other words, if the i-th
data point and the j-th data point are in the same cluster.

Given two clustering P 1 and P 2 of the data points in X ,
the similarity between them can be defined as follows

Sim(P 1
, P

2) =
2

n× (n− 1)

n∑

i=1

n∑

j=i+1

δ(Sij(P
1), Sij(P

2)),

(2)
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where δ is Kronecker’s delta function, i.e., δ(i, j) = 1
if i = j and δ(i, j) = 0 otherwise. In other words, the

similarity between P 1 and P 2 is the fraction of identical
connective matrix entries.

3.3 Spectral Property of the Similarity Matrix

Given the similarity matrix S of input clusterings, how many
possible groups in the input clusterings. For simplicity, sup-
pose that the input clustering in S are ordered according to
their group assignments, that is, the input clusterings in the
first group appear first, the input clusterings in the second
group appear next,..., and the input clusterings in the last
group appear at the end. Such permutation does not change
the spectral properties.

Note that input clusterings within each group are similar
to each other while they are quite different from those in
other groups. Hence, S can be represented by S = W + E
where W is a block diagonal similarity matrix with constant
within-block similarities, and E is a matrix with a small
value in each entry. We have the following property of the
similarity matrix.

Proposition 3.1 (Fallah, Tritchler, and Beyene 2008) Given
S = W + E as described above. If there are k groups in
the input clusterings, then S has k large (in absolute value)
eigenvalues. Specifically, there are k eigenvalues of magni-

tude O(n) and n − k eigenvalues of order O(n1/2), where
n is the number of input clusterings.

Hence in our work, we use the spectral property of the
similarity matrix to determine the number of groups for the
input clusterings. After determining the number of groups,
we then perform K-means clustering to obtain the individual
groups of input clusterings.

3.4 Consensus Generation

After obtaining the partition of the input clusterings, a con-
sensus clustering algorithm can be applied to obtain a single
consensus for the input clusterings in the same cluster of the
partition. Here we briefly describe the consensus clustering
algorithms used in our MCC framework.

1. PCA-based consensus algorithm: This algorithm firstly
performs dimensionality reduction on the input cluster-
ings using Principal Component Analysis (PCA), then ap-
plies the recursive bisection algorithm to do consensus
clustering (Asur, Ucar, and Parthasarathy 2007).

2. CSPA (cluster-based similarity partitioning algorithm): A
clustering signifies a relationship between objects in the
same cluster and can thus be used to establish a measure
of pairwise similarity. This induced similarity measure
is then used to recluster the objects, yielding a combined
clustering (Strehl and Ghosh 2003).

3. HGPA (HyperGraph partition algorithm): This algorithm
approximates the maximum mutual information objective
with a constrained minimum cut objective. Essentially,
the cluster consensus problem is posed as a partitioning
problem of a suitably defined hypergraph where hyper-
edges represent clusters (Strehl, Ghosh, and Cardie 2002).

4. WClustering (Weighted ensemble clustering) (Li and
Ding 2008; Zhang et al. 2009): In this algorithm, each in-
put clustering is weighted and the weights are determined

in such way that the final consensus clustering provides a
better quality solution.

4 Experiments

4.1 Dataset Description

Firstly, we describe the data sets used in our experiments.
The characteristics of the data sets are summarized in Ta-
ble 1. The number of classes ranges from 2 to 10, the num-
ber of samples ranges from 47 to 4199, and the number of
dimensions ranges from 4 to 1000. Further details are de-

Datasets # sample # Dimensions # Class
Glass 214 9 7

Ionosphere 351 34 2
Iris 150 4 3

Soybean 47 35 4
Wine 178 13 3
Zoo 101 18 7

CSTR 475 1000 4
Log 1367 200 8

LetterIJL 227 16 3
Reuters 2900 1000 10

WebKB4 4199 1000 4

Table 1: Descriptions of the real-world datasets.

scribed below:

1. Seven datasets (Glass, Ionosphere, Iris, Soybean, Wine,
Zoo, LetterIJL) are from UCI data repository (Blake and
Merz 1998). LetterIJL is a randomly sampled subset of
three {I,J,L} from Letters dataset.

2. Four datasets (CSTR, Log, Reuters, WebKB4) are stan-
dard text datasets that are often used as benchmarks for
document clustering. The document datasets are pre-
processed (removing the stop words and unnecessary
tags and headers) using the rainbow package (McCallum
1996).

3. CSTR is the dataset of the abstracts of technical re-
ports published in Computer Science departments be-
tween 1991 and 2002. The dataset contains 476 abstracts,
which are divided into four research areas: Natural Lan-
guage Processing(NLP), Robotics/Vision, Systems, and
Theory.

4. The Log dataset contains 1367 text messages of system
log from different desktop machines describing the sta-
tus of computer components. These messages are divided
into 8 different situations.

5. The Reuters dataset is a subset of the Reuters 21578 Text
Categorization Test collection containing the 10 most fre-
quent categories among the 135 topics.

6. The WebKB dataset contains webpages gathered from
university computer science departments. There are about
8280 documents and they are divided into 7 categories:
student, faculty, staff, course, project, department and
other. The WebKB4 dataset is the subset of WebKB asso-
ciating with four most populous entity-representing cate-
gories, i.e., student, faculty, course and project (Han et al.
1998).
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4.2 Performance Comparison

All the above datasets come with labels. Viewing these la-
bels as the indicators of a reasonable clustering, we define
the following accuracy measure (Li and Ding 2006):

Accuracy = max(
∑

Ck,Lm

T (Ck, Lm))/n, (3)

where n is the number of data points, Ck denotes the k-th
cluster, Lm is the m-th class and T (Ck, Lm) is the num-
ber of data points that belong to class m and are assigned
to cluster k. Accuracy is thus computed as the maximum
sum of T (Ck, Lm) for all pairs of clusters and classes, and
these pairs have no overlap. In the experiments, the base
clusterings are obtained by running K-means 30 times.

Dataset D1 D2
Glass 0.614 0.515

Ionosphere 0.521 0.432
Iris 0.447 0.398

Soybean 0.661 0.522
Wine 0.478 0.314
Zoo 0.411 0.401

CSTR 0.589 0.544
Log 0.651 0.526

LetterIJL 0.549 0.433
Reuters 0.681 0.376

WebKB4 0.583 0.472

Table 3: Diversity measurement.

4.3 Consensus Diversity Measurement

Since our method can generate multiple consensuses,
we also measure the diversity of the different consen-
suses. Given a set of n consensuses {C1, · · · , Cn}, let
ARI(Ci, Cj) and NMI((Ci, Cj) denote the adjusted Rand
index (Rand 1971) and normalized mutual information (Fred
and Jain 2003) between two consensuses Pi and Pj . We use
the following two measures to compute their diversity:

D1 =
2

n(n− 1)

n−1∑
i=1

n∑
j=i+1

(1 −ARI(Ci, Cj)), (4)

D2 =
2

n(n− 1)

n−1∑
i=1

n∑
j=i+1

(1−NMI(Ci, Cj)). (5)

Note that D1 and D2 measure the pair-wise consensus sim-
ilarity using adjusted rand Index and normalized mutual in-
formation respectively. The larger the measures, the more
diverse the consensuses are.

4.4 Results Analysis

We compare the performance of our method with other sin-
gle consensus clustering algorithms including K-means on
the consensus similarity matrix (KC) (Li and Ding 2008),
the NMF-based consensus clustering (NMFC) (Li, Ding,
and Jordan 2007), the cluster-based similarity partitioning
algorithm (CSPA) (Strehl, Ghosh, and Cardie 2002), the Hy-
perGraph Partitioning Algorithm (HGPA) (Strehl, Ghosh,

Figure 2: The spectrum of the similarity matrix for the in-
put clusterings of the Glass dataset. X-axis is the index of
30 eigenvalues sorted in an increasing order from the left to
right, and Y-axis presents the absolute value of the eigenval-
ues.
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Figure 3: Similarity comparisons of three clustering views.

and Cardie 2002), and the weighted consensus clustering
algorithm (WC) (Li and Ding 2008). Since the proposed
method generates multiple consensuses, we use HighMCC,
AvgMCC and LowMCC to denote the highest accuracy, the
average accuracy, and the lowest accuracy of the multiple
consensuses generated by our method, respectively. The ex-
periment comparisons are shown in Table 2. We also include
the results of K-means on the original datasets as the base-
lines. From the comparison, we observe that 1) consensus
clustering algorithms generally improve K-means clustering
on all the datasets except Iris, and 2) HighMCC has the best
performance on all the datasets. And it verifies that a con-
sensus obtained from a group of clusterings might have bet-
ter performance than the consensus obtained from all the in-
put clusterings. Table 3 presents the diversity measurement
of the multiple consensuses generated by our framework.

4.5 Multiple Clustering Views Exploration

Then, we use the Glass dataset as an example to show how
effective our approach is in presenting multiple clustering
views. Firstly, from Figure 2, by examining the spectrum
of the similarity matrix (i.e., three largest eigenvalues), we
can obtain three distinct group of clusterings. After consen-
sus clustering, Figure 3 displays the similarities of three fi-
nal generated clustering results (C1, C2, C3) and the ground
truth (T). The similarities between different clusterings are
computed using Equation 2. From Figure 3, it could be ob-
served that each input clustering has a relative small distance
with the true labels, but with a higher distance among them-
selves. In other words, the three clustering views have good
quality values and they are quite different from each other.
To further verify the effectiveness of our approach in ex-
ploring meaningful multiple views, the performance of C1,
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Datasets Kmeans KC CSPA HGPA NMFC WC HighMCC AvgMCC LowMCC
Glass 38% 45% 43% 40% 49% 49% 61% 60% 58%

Ionosphere 70% 71% 68% 52% 71% 71% 72% 67% 62%
Iris 83% 72% 79.29% 86% 69% 89% 88% 83% 72%

Soybean 72% 82% 70% 81% 89% 91% 93% 86% 70%
Wine 68% 68% 69% 52% 70% 72% 74% 66% 60%
Zoo 61% 59% 56% 58% 62% 70% 70% 65% 61%

CSTR 45% 37% 50% 62% 56% 64% 69% 57% 50%
Log 61% 77% 47% 43% 71% 69% 77% 64% 61%

LetterIJL 49% 48% 48% 53% 52% 52% 52% 49% 47%
Reuters 45% 44% 43% 44% 43% 44% 45% 45% 45%

WebKB4 60% 56% 61% 62% 64% 63% 63% 62% 61%

Table 2: The experiment comparisons on 11 data sets.

Figure 4: Multiple clustering views for the Glass dataset. The left and right views are generated by PCA and MDS respectively.
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Evaluation Method Clustering1 Clustering2 Clustering3
Accuracy 61.49% 58.28% 61.49%

NMI 51.91% 41.92% 53.95%
RandIndex 68.39% 64.32% 68.82%

Table 4: Multiple Clustering Performance Comparison

C2, C3 is verified in Table 4.4 based on accuracy, NMI, and
rand index. In addition, to help users understand the cluster-
ing structures, Figure 4 shows the 2D-mapping plots of the
Glass data set using Principal Component Analysis (PCA)
and Multi-Dimensional Scaling (MDS), where each point
is colored and shaped by cluster indicators obtained from
different clustering views. We can clearly observe that the
clustering views are quite different.

5 Conclusion

In this paper, we explore multiple clustering views by com-
bining meta clustering and consensus clustering. Given a set
of input clustering results, our proposed approach first ap-
plies meta clustering to group inputs into k clusters where
k is determined by estimating the number of the significant
eigenvalues of the similarity matrix of the input clusterings.
Then, it uses consensus clustering to generate meaningful
multiple clustering views. Experiments show the effective-
ness of our proposed method.
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