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Abstract

With the rapid development of technologies for fast access to
the Internet and the popularization of digital cameras, enor-
mous digital images are posted and shared online everyday.
Simultaneously, web images are usually organized by topics
of events and are often assigned appropriate topic-related text
descriptions. Given a set of images along with corresponding
texts, a challenging problem is how to utilize the available
information to perform image retrieval tasks, such as image
classification and image clustering. Previous works on im-
age categorization focus on either adopting text or image fea-
tures, or simply combining these two types of information to-
gether. In this paper, we propose two novel approaches (Dy-
namic Weighting and Region-based Semantic Concept In-
tegration) to categorize the images under the “supervision”
of topic-related text descriptions; In addition, we provide a
comparative experimental investigation on utilizing text and
image information to tackle image classification. Empirical
experiments on a manually collected image dataset (consist-
ing of images related to the events after disasters) demon-
strate the efficacy of our proposed classification methods.

Introduction

Multimedia information plays an increasingly important role
in human’s daily activities. With the rapid development of
technologies of fast access to the Internet and the populariza-
tion of digital cameras, enormous digital images are posted
and shared online everyday. Besides great convenience, how
to retrieve images that satisfy the needs of web users in mul-
timedia databases is becoming more and more difficult and
challenging. Particulary, web image categorization, as a cru-
cial step of image retrieval, attracts much more attention and
is very useful in the subsequent procedures, such as indexing
and organizing web image databases, browsing and search-
ing web images, and discovering interesting patterns from
images (Yin et al. 2009).

However, web image categorization is not a trivial task
due to the diversity of image content and the limited infor-
mation. In general, the images posted on the Internet may
have great visual differences, rendering image categoriza-
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tion challenging since it is difficult to extract common fea-
tures shared by most images as the comparison base. For-
tunately, text information is often provided by web users to
describe the general contents of images, e.g., image titles,
headers, or text descriptions assigned to them. A possible
solution to web image categorization is to take such text in-
formation into consideration. Specifically, we can initially
extract different types of features (image and text features),
and then categorize the images by delving into the special
characteristics of the integrated version of different features.

In this paper, we explore the feasibility of using text infor-
mation as a “guidance” for image categorization by propos-
ing two novel methods (Dynamic Weighting and Region-
based Semantic Concept Integration), which achieve
better performance comparing with existing approaches.
Specifically, the proposed Dynamic Weighting assumes that
different image features might carry semantic meanings with
different significance, and under the “supervision” of text
features, the importance of different image features can be
dynamically decided. It is straightforward that the impor-
tant features may have more distinguishable power for im-
age categorization. Another proposed method Region-based
Semantic Concept Integration first segments images into dif-
ferent regions, and then categorizes images based on the cor-
relation between regions and semantic concepts. Moreover,
we provide a comparative experimental study on integrat-
ing text and image information to perform image categoriza-
tion. Empirical experiments on a manually collected image
dataset (including images related to the events after disas-
ters) demonstrate the efficacy of our proposed methods.

The rest of this paper is organized as follows. In Section 2
we review some related works that combine image and text
features to perform image classification tasks. In Section 3
we give algorithmic details of the two proposed approaches
to effectively integrate text information with image informa-
tion for image categorization. Section 4 presents a detailed
experimental comparison among different approaches and
finally we conclude the paper in Section 5.

Related Work

Most of the existing web image categorization approaches
often focus on utilizing text descriptions of images to cate-
gorize images via simply matching keywords. Currently, the
majority of web search engines still adopt this technique due

45

Proceedings of the Twenty-Fourth International Florida Artificial Intelligence Research Society Conference



to its fast speed. There are some limitations in text-based im-
age categorization: (1) web images cannot be appropriately
classified if there is no text information assigned to them; (2)
the manual text labeling is too subjective due to human as-
signments, which might result in bias or noise to web image
categorization; (3) using a few words to describe the content
of an image is not enough since the limited text description
can only provide a relatively sparse feature space. Therefore,
the performance of traditional text-based web image catego-
rization systems is very limited.

To solve the above problems, many research publica-
tions (Blei and Jordan 2003; Giacinto, Roli, and Fumerga
2002; Kalva, Enembreck, and Koerich 2007; Wu et al. 2004;
Zhu, Yeh, and Cheng 2006) aim to design multi-view learn-
ing algorithms to learn classifiers from multiple information
sources via integrating different types of features together to
perform classification. In general, multi-view learning meth-
ods can be categorized into three different groups:

1. Feature Integration: Enlarge the feature representation to
incorporate all attributes from different sources and pro-
duce a unified feature space. The advantage of feature
integration is that the unified feature representation is
often more informative and also allows many different
data mining methods to be applied and systematically
compared. One disadvantage is the increased learning
complexity and difficulty as the data dimension becomes
large (Wu, Oviatt, and Cohen 2002);

2. Semantic Integration: Keep data intact in their original
form and computational methods are applied to each fea-
ture space separately. Results on different feature spaces
are then combined by either voting (Carter, Dubchak, and
Holbrook 2001), Bayesian averaging (Bishop 2006), or
the hierarchical expert system approach (Jordan and Ja-
cobs 1994). One advantage of semantic integration is that
it can implicitly learn the correlation structure between
different sets of features (Li and Ogihara 2005).

3. Intermediate Integration: A compromise between the fea-
ture integration and the semantic integration. The idea is
to keep the feature spaces in their original forms and in-
tegrate them at the similarity computation or the Kernel
level (Schölkopf and Smola 2002; Lanckriet et al. 2004).
Different weights can be assigned different data sources.
Standard computational methods can then be applied once
the total similarity is computed.

Our contribution: In order to explore the feasibility of
using texts as a guidance for image classification, we pro-
pose two novel multi-view learning methods to achieve bet-
ter performance for web image categorization. Further, we
present an empirical investigation on different methods for
combining text information with image features and com-
pare their classification performance.

Classification Algorithms

Web image categorization is a key step for many web-based
multimedia applications. It is crucial for the subsequent pro-
cesses (e.g., image retrieval) and has a direct impact on the
speed and accuracy of other applications related to images

on the web. As mentioned above, three different multi-view
learning approaches have been used to resolve the problem
of web image categorization. However, all these approaches
focus on simply combining two data sources (text and im-
age information), and none of them takes the advantage that
one data source can provide “guidance” for another on how
to perform categorization task. In this paper, besides pro-
viding a comparative study of the previous works, we also
propose two novel web image categorization methods – Dy-
namic Weighting and Region-based Semantic Concept Inte-
gration – which employ the text-based information (i.e., the
text itself and the semantic concepts hidden in the text) to
guide the classification, and consequently achieve better im-
age categorization results.

Dynamic Weighting

Image feature extraction techniques tend to extract a huge
number of image features based on different criteria. Among
these features, some of them might carry significant seman-
tic information about the image, whereas some others might
be less crucial for the tasks being executed on the image.
Particularly in image classification, the extracted features
should be more representative and carry substantial amount
of semantic meanings. Therefore, it might be helpful to dy-
namically assign different weights to different image fea-
tures so that the features with more importance can be cap-
tured and play more meaningful roles on the classification.
Some previous works (Shao et al. 2009) on music informa-
tion retrieval demonstrate how to learn appropriate similar-
ity metrics based on the correlation between acoustic fea-
tures and user access patterns. Motivated by this, we incor-
porate the concept of dynamic feature weighting into our
image classification problem.

Specifically in image classification, given that human per-
ception of an image is well approximated by its text descrip-
tion, a good weighting schema for the extracted image fea-
tures guided by text information may lead to a good sim-
ilarity measurement, and therefore better classification re-
sults. Let mi = (fi, ti) denote the i-th image in the image
collection, where fi and ti represent its image features and
text features respectively. Let Sf (fi, fj ;w) =

∑
l fi,lfj,lwl

be the image-based similarity measurement between the i-
th and the j-th images when the parameterized weights are
given by w. Let St(ti, tj) =

∑
k ti,ktj,k be the similarity

measurement between the i-th and the j-th images based
on their text description features, in general, the words with
specific meanings extracted from texts. Here for each k, ti,k
denotes whether the k-th word appears in the text description
of the i-th image. To learn appropriate weights w for image
features, we can enforce the consistency between similarity
measurements Sf (fi, fj ;w) and St(ti, tj). The above idea
leads to the following optimization problem:

w
∗ = argmin

∑
i�=j

(Sf (fi, fj ;w)− St(ti, tj))
2

s.t.w ≥ 0.

(1)

Let p be the number of image features. The summation in
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Eq.(1) can be rewritten as follows:∑
i�=j

(Sf (fi, fj ;w) − St(ti, tj))
2

=
∑
i�=j

(
fi,1fj,1w1 + · · ·+ fi,pfj,pwp −

∑
k

ti,ktj,k

)
2

=
∑
i�=j

(
(fi,1fj,1w1 + · · ·+ fi,pfj,pwp)

2

−2(fi,1fj,1w1 + · · ·+ fi,pfj,pwp)

×

(∑
k

ti,ktj,k

)
+

(∑
k

ti,ktj,k

)
2
)
,

where fi,l is the l-th feature in the image feature set fi and
fj,l is the l-th feature in the image feature set fj . Let n be
the number of images, and let

F =

[
f1,1f2,1 f1,2f2,2 · · · f1,gf2,g
· · · · · · · · · · · ·

fn−1,1fn,1 fn−1,2fn,2 · · · fn−1,gfn,g

]
,

and

T =

⎡
⎢⎣
∑

i�=j fi,1fj,1(
∑

k ti,ktj,k)
...∑

i�=j fi,gfj,g(
∑

k ti,ktj,k)

⎤
⎥⎦,

where F is a (
(
n
2

)
× p) matrix and T is a (p × 1) matrix.

Thus, Eq.(1) is equivalent to

w
∗ = argmin

[
1

2
× 2(Fw)T (Fw) − T Tw

]

= argmin

[
1

2
(wT (2FTF )w + (−2T T )w)

]
s.t.w ≥ 0.

This optimization problem can be addressed using
quadratic programming techniques (Gill, Murray, and
Wright 1981). After calculating the dynamic weights for
each image features, we multiply the feature values with the
corresponding weights for each image, and finally obtain a
new feature space with weighted information. These feature
vectors can then be fed into classifiers. In the experiments,
we will show how much the classification results are influ-
enced by our dynamic weighting schema.

Region-based Semantic Concept Integration

In the real-world applications, an image always contains var-
ious semantic concepts and these concepts often intersect
with each other, which is not helpful to efficiently extract
semantic information. In this section, we explore the feasi-
bility of utilizing the underlying semantic concepts of text
information as a “guidance” to facilitate image categoriza-
tion. To address the issue mentioned above, we firstly di-
vide original images into different regions to ensure that the
content of each region represents almost the same local pat-
tern, and then based on the local semantic patterns of the
images, we propose our Region-based Semantic Concept In-
tegration method. Figure 1 shows the framework of our pro-
posed approach, which can be divided into four different
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Figure 1: Framework of region-based concept integration.

sub-processes: semantic concept extraction, image segmen-
tation, feature extraction on each region, and region-based
semantic concept classification. In the following, we provide
algorithmic details of these four processes.

Semantic Concept Extraction In this process, we ini-
tially analyze the text description related to each image,
and then obtain some original high-frequency terms in these
texts by using MALLET (McCallum 2002), a java-based
package for statistical natural language processing. We then
compare the semantics of these high-frequency words and
summarize them to generate several most general seman-
tic concepts using WordNet (Miller 1995). The general
concepts are represented as the hypernyms of the high-
frequency words. Then each text description can be repre-
sented by the combination of these concepts. The general-
ized concepts can provide guidance on how to select im-
age region samples in the training step of semantic concept
classifier, as well as to train a concept model that builds the
relationship between semantic concepts and original cate-
gories, which will be described in Section “Design of Se-
mantic Concept Classifiers”.

Image Segmentation In order to associate the images
with the generalized concepts extracted from the procedure
of “Semantic Concept Extraction”, we need to segment im-
ages into different regions such that each region can be re-
lated to one or more semantic concepts. Ideally, image seg-
mentation aims to divide original web images into different
regions based on the criterion that each region contains only
one object or one part of an object. However, due to the lim-
itation of current segmentation techniques, it is very diffi-
cult to perfectly segment images (Liu, Zhang, and Lu 2008;
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Li, Socher, and Fei-Fei 2009). In this paper, we use a state-
of-the-art segmentation method JSEG(Joint Systems Engi-
neering Group ) (Deng and others 2001), which segments
images based on color and texture information. In the seg-
mentation algorithm, image color space is first quantized
into several classes, and a color class-map of each image is
then obtained via re-representing each pixel of the original
image by its corresponding color class label. After that, the
spatial segmentation is performed on this color class-map
which can be viewed as a special type of texture composi-
tion. Here, a criterion named “J-Value” is used to measure
whether the segmentation is reasonable or not. If one im-
age consists of several homogeneous color regions, the color
classes will be separated from each other and the value of J
is larger. Figure 2 presents some examples of the segmented
regions of web images using JSEG.

Figure 2: An illustration of image segmentation.

Region Feature Extraction After segmenting images into
different regions, image feature extraction is performed on
each region. Note that color and texture are two of the most
general global features in the field of image processing and
computer vision, both of which have their own advantages
and drawbacks. In order to represent image/region effec-
tively, we adopt CEDD (Color and Edge Directivity Descrip-
tor) (Chatzichristofis and Boutalis 2008), which is a new
low-level feature descriptor incorporating both color feature
and texture feature. In CEDD, a novel but effective method
is adopted to integrate a 24-bins color histogram and a 6-
bins texture histogram to form a final 144-bins histogram.
One of the most important characteristics of CEDD is its
low computational power needed for feature extraction, in
comparison with the needs of most of MPEG-7 descriptors.
For detailed algorithmic procedure of CEDD, please refer
to (Chatzichristofis and Boutalis 2008).

Design of Semantic Concept Classifiers In this step, the
design of semantic concept classifiers can be divided into the
following two parts:
Semantic Concept Classifiers for Image Regions: Based on
previous steps of image segmentation and feature extrac-
tion, we obtain a set of regions and their corresponding 144-
dimension feature vectors. Then we need to train N (the
number of generalized semantic concepts obtained from text
descriptions) different semantic concept classifiers respec-
tively using training regions. Each of the training regions is

manually labeled with multiple concepts, but each semantic
concept classifier is just designed for binary classification
identifying whether a region contains this concept or not.
Therefore, when a testing region arrives, it will be fed into
these N classifiers respectively and a N-dimension vector is
obtained for the input of the categorization classifier.
Categorization Classifier for Semantic Concept: We design
a multi-label classifier to build the relationship between se-
mantic concepts and the original categories. Here we use
One-Against-One (OAO) (Hsu and Lin 2002) method to de-
sign the multi-label SVM classifier. OAO designs an orig-
inal binary SVM classifier between two random classes of
samples, and it needs k(k− 1)/2 original binary SVM clas-
sifiers. In addition, we use a voting strategy in classification,
in which each binary classification is considered to be a voter
where votes can be cast for all the regions, and finally each
region is designated to be in a class with the maximum num-
ber of votes.

When a testing image comes, it will be segmented into
several regions. Then the system will choose the top M re-
gions in size automatically (if the actual number of regions
for the image is less than M, the system will adopt the actual
number of regions) and extract CEDD feature from these
regions. Note that the larger the region is, the more informa-
tion it contains, and if the region is too small, it is difficult to
identify the exact semantic meaning and therefore may in-
volve noises. After that, each region will pass through the N
different semantic concept classifiers respectively, to iden-
tify whether this region contains the concept or not. If the
region contains this concept, a concept label will be assigned
to this region so that each region will be assigned multiple
concept labels, and the region can be represented by a N-
dimension vector. Then we integrate these M N-dimension
vectors into a single N-dimension vector describing whether
the original image contains certain concepts or not. Finally,
we use the categorization classifier for semantic concepts to
predict which class the original testing image belongs to.

Experiments

Real World DataSet

Unlike the traditional scene object databases, which are
mainly focusing on visual categorization, web images are
usually organized by topics of events. From a classification
perspective, the differences between these two kinds of im-
ages are as follows:

• Images in the same category for visual scene categoriza-
tion are visually similar, but object scaling, rotating, oc-
cluding and submerging often happen in clutter back-
ground; Comparatively, web images in the same category
may vary visually but very similar in terms of semantic
concepts;

• Images in the same visual category contain the same ob-
ject or scene and it would occupy most area of the whole
image, whereas web image focus on reflecting just one
aspect of the whole event;

Therefore in our work, we focus on the conceptual in-
formation contained in images, but not simple rotation or
zooming on the same objects.
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Dataset Discription To systematically study the previ-
ous multi-modal feature combination methods and com-
pare them with our proposed approaches, we manually col-
lected 355 colored web images and their corresponding text
descriptions about “the aftermath of disasters”, which in-
clude 4 different topics: Hurricane building collapse, Hur-
ricane flood, Oil spill seagrass, and Oil spill animal death.
Each category includes 101, 101, 53 and 100 images respec-
tively, and the entire image dataset is split into two parts:
about 70% images (247 in total) are randomly selected for
training and the rest 30% images (108 in total) are taken as
the test data.

Note that for Region-based Semantic Concept Integration
method, we generalize 10 (i.e., N=10) concepts from the
text description set, including “building”, “water”, “sky”,
“grass”, “oil”, “bird”, “ground”, “people”, “helicopter” and
“fish”. In addition, we generate 1573 regions from 247 train-
ing images with the guidance of these semantic concepts,
and 513 regions from 108 testing images by automatically
choosing the top 5 (i.e., M=5) regions in size (if the actual
number of regions is less than 5, the system will adopt the
actual number of regions).

Design of Experiments

In our experiment, we use LIBSVM (Chang and Lin 2001)
as our base classification tool. The parameter tuning is done
via k-fold cross validation. For the purpose of comparison,
we first implement five existing methods for web image cat-
egorization, then compare their classification performance
with those of our proposed approaches. These five existing
methods include:

• Text-based Classification (Text for short): Extract text fea-
tures from texts assigned to the corresponding images,
and then use these features to feed SVM classifier;

• Image-based Classification (Img for short): Extract
CEDD image features from the images, and then use these
features to feed SVM classifier;

• Feature Integration (Feat for short): Treat unique terms
as text features and extract image features using CEDD.
Note that the extracted CEDD feature is a 144-dimension
vector, while the cardinality of the text features is 1788.
To balance the contribution of different features to the
classification results, we choose the top 144 terms with
high frequency as the text features. We combine the fea-
tures of text and image together by simply concatenating
these two types of features to form a 288-dimension vec-
tor as the input of SVM classifier.

• Semantic Integration (Sem for short): Train two classi-
fiers based on text features and image features (CEDD)
respectively, and then ensemble these two classifiers to be
an integrated version, similar to the method proposed in
(Carter, Dubchak, and Holbrook 2001).

• Intermediate Integration (Sim for short): Compute the
pairwise similarity using text-based features and image-
based features (CEDD) respectively, and then use the
weighted summation of these two types of similarities
as the similarity measurement between images. Note that
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Figure 3: Comparison among the five existing methods and
our two proposed methods based on the accuracy of web
image categorization.

different weights can be assigned to the features of dif-
ferent data sources. We tune the weight factor to find the
optimal one through empirical comparison.

Experiment Results

Comparison among all the methods In Figure 3, the
comparison among the above 5 different methods and our
proposed methods (DyW and Reg for short) based on the ac-
curacy of web image categorization results are presented.

From the comparison results, we observe that the best per-
formance of web image categorization using single-modal
approaches is less than 60%. However, once the text and
image data sources are integrated using two-modal infor-
mation fusion techniques, the categorization performance is
improved. The intuitive explanation for the improvement is
that two-modal approaches are able to incorporate the ad-
vantages of the two data sources together, which leads to
better categorization results compared with using only one
type of features (here the “advantage” represents the posi-
tive contribution of the features of certain data source to the
image categorization results). In addition, compared with the
categorization results provided by the five existing methods,
our proposed approaches outperform others. The reason be-
hind the performance improvement is straightforward: our
two proposed methods share one common characteristic –
employing advantages of one data source to enrich the other
data source. In other words, these two methods explore in-
herent connections between two data sources by utilizing
text-based information to either find out the best weighting
schema for the image-based features or generate the classi-
fiers from the semantic image regions related to text con-
cepts.

Comparison between DyW and Reg We further compare
two proposed approaches based on their classification per-
formance on each category of images. The comparison re-
sults are shown in Table 1. From the results, we have the
following observations:
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Dynamic Weighting Region-based Concept

Precision Recall F1-measure Precision Recall F1-measure

Category 1 0.4565 0.6774 0.5455 0.6429 0.8710 0.7397
Category 2 0.6875 0.7097 0.6984 0.7391 0.5484 0.6296

Category 3 1.0000 0.0625 0.1176 1.0000 0.5000 0.6667

Category 4 0.9655 0.9333 0.9492 0.8571 1.0000 0.9231

Table 1: Comparison of classification results on each cate-
gory using our proposed methods. Note that “Category 1-
4” represents Hurricane building collapse, Hurricane flood,
Oil spill seagrass, and Oil spill animal death respectively.

1. DyW and Reg provide reasonable performance on Cate-
gory 1 and 2, and good results on Category 4.

2. The performance of these two methods on Category 1 and
2 is slightly worse than the results on Category 4. This
is due to the characteristics of our image dataset. Most
of the images in Category 1 and 2 contain a lot of “ se-
mantic noise”. For instance, most of the images in Cate-
gory 1 focus on the collapse “buildings”, but “grass” and
“water” also appear in these images. These “noise” would
cause our classification methods to misclassify these im-
ages into the other categories. Even though Reg incorpo-
rates the semantic information and shows better results
than DyW, “noise” still exists to some extent.

3. The recall of both two methods on Category 3 is very low.
After analysis, we found that most of the images in Cat-
egory 3 are about “grass”; however, “grass” appears in
almost all the categories, which results in the misclassifi-
cation of the images.

4. Reg outperforms DyW on category 1 and 3, and the per-
formance of Reg on category 2 and 4 is comparable with
DyW. The reason that the overall performance of Reg is
better than the one of DyW is that Reg could benefit from
the semantic information hidden in the text whereas DyW
only make use of raw text information.

Conclusions

In this paper, we study the problem of combining two data
sources (text and image) to perform image categorization
tasks and show that such combination can lead to better
classification results comparing with using individual data
sources. Also, we propose two novel multi-view learning
methods which can effectively utilize the image-related text
data to find out better schemas to classify the images. The
empirical results show that our proposed methods outper-
form the previous methods in terms of the accuracy of clas-
sification results, and they can provide solid basis for the
subsequent procedures of image retrieval.
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