
 
Abstract 

To overcome the problems in Thai word segmentation, a 
number of word segmentation has been proposed during the 
long period of time until today. We propose a novel Thai word 
segmentation approach so called Co-occurrence-Based Error 
Correction (CBEC). CBEC generates all possible segmentation 
candidates using the classical maximal matching algorithm and 
then selects the most accurate segmentation based on co-
occurrence and an error correction algorithm. CBEC was 
trained and evaluated on BEST 2009 corpus.  
 

1. Introduction1 
Word segmentation is a fundamental task of natural 
language processing (NLP) in certain Asian languages 
including Thai, Chinese, Japanese and Vietnamese (Dang, 
Tran and Pham 2009; Wang and Huang 2005; Wang, Araki 
and Tochinai 2008). The lack of reliable word 
segmentation delays the progress of works in NLP. It was 
for these reasons that the researches on word segmentation 
have been carried on still, not excluding The National 
Electronics and Computer Technology (NECTEC) who has 
arranged the Thai word segmentation contest Benchmark 
for Enhancing the Standard of Thai language processing 
(BEST) during 2009 -2010. (Kosawat et al 2009).  
 Over decades, a number of word segmentation methods 
have been proposed. These methods can be classified into 
two main categories, the dictionary based (DCB) and 
machine learning based (MLB) (Haruechaiyasak, 
Kongyoung and Dailey 2008). DCB is more reliable than 
MLB when dealing with common text. The classic 
examples of DCB are the longest matching and maximal 
matching which produce high precision result from testing 
corpus without named entities (Haruechaiyasak, 
Kongyoung and Dailey 2008).  MLB gains more interest 
since it is faster and able to recognize a new word it has 
never seen before. The following are some examples of 
MLB. In 2005, Wang and Huang used A-proiri based and 
adjacent characters to help extracting unknown word and 
then applied the classic maximal matching. In 2006, 
Kruengkrai and Isahara proposed a novel method using the 
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conditional random field (CRF). Kang and Hwang 
employed the n-gram model to build a language 
independent word segmentation process. In 2008, 
Charoenpornsawat and Schultz applied the left-to-right 
entropy information in generating the segmentation 
candidates and selecting the best segmentation that 
provides the highest average entropy per word. 
 Although the researches on word segmentation have 
been carried on since the early period of NLP 
development, the mission is still incomplete. The 
researchers have challenged the accuracy of their 
approaches. Some methodologies were proposed to 
improve an accuracy of a word segmentation by dealing 
with an unseen word (i.e., proper noun, named entities) 
recognition (Huang and Sun 2007; Sutheebanjard and 
Premchaiswadi 2009; Tirasaroj and Aroonmanakun 2009; 
Wang 2003).  
 In this paper, we propose a co-occurrence based 
approach incorporated with error correction to increase the 
accuracy of the segmentation.  The proposed approach was 
designed to resolve the segmentation ambiguity problem 
occurred in a Thai string such as “�����”.  “�����” can be 
segmented into two different forms, “|��|���|” and “|���|��|”, 
which conveys different meanings, “round eye” and 
“expose to the wind”, respectively. 
 

2. Relevant Issues 
We focused on developing a segmentation approach which 
is able to resolve the segmentation ambiguity problem and 
to provide a reliable result for any NLP applications, some 
issues concerned in designing such an approach are 
addressed in this section.     

 
2.1 What is “word”? 
Before the word segmentation method can be designed, we 
need to clearly define what the “word” is. According to 
Longman dictionary, the word is the smallest unit of 
language that people can understand if it is said or written 
on its own (Longman 2011). Similarly, the working group 
who developed the training corpus for BEST 2009 
suggested that the small language unit has more benefits 
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for many kinds of research in NLP. To them, then word is 
the possible-smallest-meaningful unit (Boriboon et al 
2009).   
 The definition of “word” seems to vary from application 
to application.  In Text To Speech (TTS), word should be 
defined as a syllable unit for synthesizing the correct 
utterance whereas word should be defined as a meaningful 
unit for generating an accurate translation in machine 
translation.  For example, it is possible to segment the 
string “��	�
��” into two words “��	�” and “
��”, for TTS, 
which refers to “water” and “fish”, respectively.  However, 
such segmentation will result in the poor translation since a 
single word “��	�
��” means “fish sauce”. 
 In this research, therefore, a definition of “word” will be 
defined based on a training corpus provided at that moment 
to best suited to a specific application. The training corpus 
used in our experiment, provided by BEST 2009, is a 
collection of segmented Thai texts including online 
articles, encyclopedia, news and novels. 
 
2.2 Maximal Matching 
Maximal Matching (MM) is a dictionary based word 
segmentation algorithm. It generates all possible 
segmentation candidates and then selects the one that 
contains the fewest number of words. MM is fast, simple 
and accurate when all the words in the input text found in 
the available dictionary (Haruechaiyasak, Kongyoung and 
Dailey 2008; Wang and Huang 2005). 
 Unfortunately, not unlike the other DCB word 
segmentation approaches, MM’s efficiency is limited to the 
size of the dictionary. If the input string contains words not 
listed in the dictionary, the correct segmentation then will 
not be possible included in the set of candidates. A number 
of researches were proposed to resolve this limitation 
(Aroonmanakun 2009; Wang 2003; Huang and Sun, 2007; 
Sutheebanjard and Premchaiswadi 2009). 
 The other shortcoming of MM is that the candidate with 
the fewest numbers of words not always represents an 
accurate segmentation. For example, the input string “���

����” will be segmented into two words “|���
|����|” (shaking a 
ship) by MM but the correct segmentation is three words, 
“|��|�
|����|” (A cow gets on a ship). Our CBEC was, 
therefore, designed to incorporate a co-occurrence based 
approach with an error correction technique to ensure the 
accuracy of segmentation in such a case.   Three different 
error types occurred will be discussed in the next section. 
 
2.3 Word Segmentation Error 
Basically, the error occurred in segmentation result can be 
classified into three different types, the false negative (FN), 
false positive (FP) and both false positive and negative 
(FPN). 
 False negative (FN) is an error considered when a 
segmentation output exclude some correct delimiter 

tagging. In this case, the number of tags in the output is 
less than that of the reference segmentation.  Most FN 
errors occurred if the compound word has higher priority 
to be included in the segmentation result than its 
substrings. For example, the single word “�������” (up to) has 
a higher priority than its substrings “����| ���” (already| but) 
 False positive (FP) refers to an error considered when 
the output gives an undesired tagging. The number of tags 
in the output is greater than that of the reference 
segmentation. In this case, the input string contains words 
(i.e., compound words, proper noun or named entity) 
which do not exist in the available dictionary.  
 False positive and negative (FPN) is an error when the 
number of segmented tags is correct but the tags are not in 
the right positions. For example, the tag was placed in 
between “|��|���|” while the correct tag position is “|���|��|” 
according to the reference corpus. 
 The maximal matching will be used to segment the 
training corpus, any segmented word that differs from the 
reference in the training corpus are called error. All error 
detected will be put into a set so called error risk bank and 
marked by one of the three error types. 
 
2.4 Word Co-occurrence 

Word co-occurrence refers to the relationship between a 
pair of words that appear together in natural language 
(Atlam et al. 2003; Wartena, Brussee and Slakhorst 2010; 
Liu et al 2010).  In CBEC, the word co-occurrence is used 
to determine where the segmented tags should be placed.  
The string “�������” in Example 1 and Example 2 are 
segmented differently according to the co-occurrences 
words in the context. 

 
Example 1: �������������� |���� | ��	|��
�����������	� 
  I already had breakfast, but not yet to take a bath. 
Example 2: ����
����!��� |������	| �"� 
  I can go anywhere, up to you 

 
 In CBEC, the word co-occurrence incorporated with 
error-correction is employed to resolve the segmentation 
ambiguities.   
 

3. Co-occurrence-Based Error Correction 
Approach 

Co-occurrence-Based Error Correction Approach (CBEC) 
is our proposed solution to increase accuracy of the word 
segmentation for any NLP applications.  CBEC performs 
the segmentation in four main phases: candidate generator, 
best candidate selection, error risk categorization and 
scoring (Figure 1).  In the first phase, all possible 
segmentation candidates will be generated. In the second 
phase, the best candidate will be selected using maximal 
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Figure 1: CBEC Architecture 
 
matching algorithm. In the third and fourth phase, an error 
of the selected candidate will be detected (if any) and will 
be corrected.  
 

3.1 Candidate Generator 
CBEC begins the segmentation process by generating all 
possible segmentation candidates to ensure that the most 
accurate result is included.  In generating the candidates, 
first CBEC directly segments the input string based on the 
words available in the dictionary. Then, it segments the 
input string based on the word-like string set. The word-
like string set is a set containing string from named entities 
and compound words extraction algorithm. All candidates 
are stored in a segmentation candidates bag.  

However, to avoid the space and time consuming during 
the generation process, some not-possible candidates will 
not be generated.  In doing so, CBEC lists all the words in 
a must-cut group before the candidates can be formed. All 
possible words from the dictionary of the Example 3 are 
{���, ����, ��, �
, ���
, ����}.  Since no word lies across the 
words “���” and “����”, this position is therefore, called a 
must-cut position.  “��” and “�
” are excluded in the must-
cut list because there is a word “���
” lies across them.  
 

Example 3: “����������
����” 
Must-cut group:  {[���],[����],[���
],[����]} 
 
From the must-cut group, CBEC can generate the 
candidate as follows: 
(1) [���, ����] forms one candidate - (���, ����). 
(2) [����, ���
] forms two candidates- (����, ��, �
) and (����, 
���
). 
(3) [���
, ����] forms two candidates - (��, �
, ����) and (���
, 
����). 
 

3.2 Candidate Selection 
In this phase, the best segmentation in the candidate bag 
will be selected based on Maximal matching algorithm. 
The selected candidate will be known as MM solution. 
 The candidate (����, ���
) from the last phase is the MM 
solution since it contains the fewer number of words than 
the other. 
 
3.3 Error Risk Categorization 
The accuracy of the MM solution will be determined in 
this phase. Each word in MM solution will be checked 
against the words in error risk bank. If it contains no word 
in error risk bank, it then will be deemed a segmentation 
result. But if it contains words in some error category, all 
the candidates in a bag will be re-examined in the next 
phase.   
  
3.4 Scoring 
If the MM solution contains an error risk, CBEC will then 
assign the score vector to each candidate in the bag and 
sort them in order to select the better solution than that of 
MM.  In scoring, the four factors are calculated: mean of 
inter-relation ratio, number of non-zero inter-relation pair, 
work-like score per item (if any) and mean of word 
occurrence frequency. 
 
a) Mean of Inter-relation Ratio 

Let 
1 2 1
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 be a segmentation candidates. 

The mean of inter-relation ratio of the candidate is defined 
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MeanInter varies from 0 to 1. The value 0 means there is 
no pair that interlexically related and the value 1 means all 
pairs are fully related and they cannot be concatenated to 
form a longer word.  

 
b) Nonzero Inter-relation per Number of Pair 

We prefer the segmentation with the higher inter-relation 
score word pairs to that with the lower score word pairs.  
The higher inter-relation score indicates the stronger the 
co-occurrence. We want to maximize the number of pair 
with nonzero inter-relation with respect to the number of 
pair in a segmentation candidate. So we define 

Number of word pair with nonzero of inter-ralation score

Number of word pair
NumInterRatio �  

c) Work-like Score per Item  

A word-like string from the first phase has its own score. 
This score represents the likelihood that the string can be a 
word. It is calculated by the sum of Thai character cluster 
(TCC) co-occurrence score in every pair divided by the 
number of TCC pairs used in the string. 
 Word-like score comes into play when the first two 
score is absent. The candidate containing a word-like string 
with higher score is more likely to be correct than that with 
the lower score. 
 
d) Mean of Word Occurrence Frequency. 

If the word co-occurrence information is missing, the 
relation strength between word pair cannot be used to 
determine the best candidate. Then the word occurrence 
frequency will be used. This number indicates that how 
often a word in the candidate occurs in the reference 
corpus, regardless of the relation between words.  

After the score vectors are evaluated, the scoring phase 
calculates the scalar product between the score vector and 
the specific weight vector corresponding to the error 
categories. The candidate with the highest scalar product 
will be chosen to be the substitute for the MM solution. 
The score vectors of the group [����, ���
] and [���
, ����] are 
illustrated in Table 1. Mean of co-oc ratio of (����, ��, �
) is 
higher than that of (����, ���
) because the pair (����, ��) is in 
the word co-occurrence database, whereas (����, ���
) is not. 
 

Table 1 : the score vector of the group [����, ���
] and [���
, ����] 

 Mean 
co-oc 

Nonzero 
co-oc 

Word- 
like 

Word oc 
Freq. 

Product 
score 

(����, ��, �
) 1 1 0 1 2.5 
[����,���
] 

(����, ���
) 0 0 0 0.0208 0.0104 

(��, �
, ����) 0.5588 1 0 1 2.0588 
[���
, ����] 

(���
, ����) 1 1 0 0.1458 2.0729 

 

4. Experimental Results and System 
Evaluation 

We used the BEST 2009 segmented corpus in training and 
testing our CBEC approach. The Thai dictionary used in 
CBEC is the Royal Institute 2525. Approximately 4000 
random Thai people names were used in training TCC co-
occurrence. 
 The accuracy of segmentation results generated by 
CBEC were evaluated via the percentage of correctness 
measurement: the precision (P) and the recall (R). 

Number of correct words in the solution
  

Number of words in the solution
P �  

Number of correct words in the solution
  

Number of words in the reference string
R �  

The harmonic mean of P and R is called the f-measure 
2PR

F
P R

�
�

 

BEST 2009 training set contains four different text 
categories: article, encyclopedia, news and novel. We used 
the first 30 files of each category in training and 
developing knowledge-bases required in CBEC including 
word co-occurrence, TCC co-occurrence, error risks bank 
and weight vectors. The test set contains approximately 
600,000 words. The evaluation results, the number of 
correct word delimeter tagging, exceeding tagging and 
missing tagging of both MM and CBEC, are shown in 
Table 2. By comparing FCBEC and FMM, CBEC improved 
the accuracy of the MM solution by around 8%. The error 
correction rate in the last row is evaluated by  

      Error correction rate =   
-

1 -
CBEC MM

MM

F F

F
 

Error correction rate shows that CBEC can correct about 
60% error from MM. 
 

Table 2 : comparative evaluation result for each category  
in the BEST corpus 

 Article Ency News Novel Total 
Correct 135559 134437 131270 131731 532997 

Exceeding 14717 14209 14830 18822 62578 
Missing 25612 23644 30463 26783 106502 MM

FMM 0.870511 0.876591 0.852865 0.852443 0.863101
Correct 154083 147856 149623 149880 601442 

Exceeding 7333 7955 7541 11125 33954 
Missing 7544 6431 12053 8634 34662 CBEC

FCBEC 0.953947 0.953608 0.938546 0.938160 0.946035
Error 

Correction Rate 0.644351 0.624082 0.582329 0.580909 0.605806

 
5. Concluding Remarks 

CBEC was designed to be able to resolve the segmentation 
ambiguity problem and to provide accurate results for 
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different NLP applications.  CBEC generates all possible 
candidates based on available dictionary and the word-like 
string set to ensure that the correct solution is not excluded. 
The maximal matching is employed in selecting the best 
candidate at first since it is fast and simple. An error of the 
selected candidate will be detected (if any) and will be 
corrected using word co-occurrence and error-based 
scoring. 

The four different Thai text categories were used in both 
training and testing. CBEC has proved that it can increase 
the segmentation accuracy generated by classical maximal 
matching by 8%.  
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