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Abstract

This paper presents an acceleration framework for packing linear programming problems where the amount of data available is limited, i.e., where the number of constraints \( m \) is small compared to the variable dimension \( n \). The framework can be used as a black box to speed up linear programming solvers dramatically, by two orders of magnitude in our experiments. We present worst-case guarantees on the quality of the solution and the speedup provided by the algorithm, showing that the framework provides an approximately optimal solution while running the original solver on a much smaller problem. The framework can be used to accelerate exact solvers, approximate solvers, and parallel/distributed solvers. Further, it can be used for both linear programs and integer linear programs.

1 Introduction

This paper proposes a black-box framework that can be used to accelerate both exact and approximate linear programming (LP) solvers for packing problems while maintaining high quality solutions. LP solvers are at the core of many learning and inference problems, and often the linear programs of interest fall into the category of packing problems. Packing problems are linear programs of the following form:

\[
\begin{align*}
\text{maximize} & \quad \sum_{j=1}^{n} c_j x_j \\
\text{subject to} & \quad \sum_{j=1}^{n} a_{ij} x_j \leq b_i \quad i \in [m] \\
& \quad 0 \leq x_j \leq 1 \quad j \in [n]
\end{align*}
\]

where \( A \in [0,1]^{m \times n}, b \in \mathbb{R}_{\geq 0}^m, c \in \mathbb{R}_{\geq 0}^n \).

Packing problems arise in a wide variety of settings, including max cut (Trevisan 1998), zero-sum matrix games (Nesterov 2005), scheduling and graph embedding (Plotkin, Shmoys, and Tardos 1995), flow controls (Bartal, Byers, and Raz 2004), auction mechanisms (Zurel and Nisan 2001), wireless sensor networks (Byers and Nasser 2000), and many other areas. In machine learning specifically, they show up in an array of problems, e.g., in applications of graphical models (Ravikumar, Agarwal, and Wainwright 2010), associative Markov networks (Taskar, Chatalbashev, and Koller 2004), and in relaxations of maximum a posteriori (MAP) estimation problems (Sanghavi, Malioutov, and Willsky 2008), among others.

In all these settings, practical applications require LP solvers to work at extreme scales and, despite decades of work, commercial solvers such as Cplex and Gurobi do not scale as desired in many cases. Thus, despite a large literature, the development of fast, parallelizable solvers for packing LPs is still an active direction.

Our focus in this paper is on a specific class of packing LPs for which data is either very costly, or hard to obtain. In these situations \( m \ll n \); i.e., the number of data points \( m \) available is much smaller than the number of variables, \( n \). Such instances are common in areas such as genetics, astronomy, and chemistry. There has been considerable research focusing on this class of problems in recent years, in the context of LPs (Donoho and Tanner 2005; Bienstock and Iyengar 2006) and also more generally in convex optimization and compressed sensing (Candes, Romberg, and Tao 2006; Donoho 2006), low rank matrix recovery (Recht, Fazel, and Parrilo 2010; Candes and Plan 2011), and graphical models (Yuan and Lin 2007a; Mohan et al. 2014).

Contributions of this paper. We present a black-box acceleration framework for LP solvers. When given a packing LP and an algorithm \( A \), the framework works by sampling an \( \epsilon_A \)-fraction of the variables and using \( A \) to solve LP (1) restricted to these variables. Then, the dual solution to this sampled LP is used to define a thresholding rule for the primal variables of the original LP; the variables are set to either 0 or 1 according to this rule. The framework has the following key properties:

1. It can be used to accelerate exact or approximate LP-solvers (subject to some mild assumptions which we discuss below).

2. Since the original algorithm \( A \) is run only on a (much smaller) LP with \( \epsilon_A \)-fraction of the variables, the framework provides a dramatic speedup.
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3. The threshold rule can be used to set the values of the variables in parallel. Therefore, if \( \mathcal{A} \) is a parallel algorithm, the framework gives a faster parallel algorithm with negligible overhead.

4. Since the threshold rule sets the variables to integral values, the framework can be applied without modification to solve integer programs that have the same structure as LP (1), but with integer constraints replacing (1c).

There are two fundamental tradeoffs in the framework. The first is captured by the sample size, \( \epsilon_s \). Setting \( \epsilon_s \) to be small yields a dramatic speedup of the algorithm \( \mathcal{A} \); however, if \( \epsilon_s \) is set too small the quality of the solution suffers. A second tradeoff involves feasibility. In order to ensure that the output of the framework is feasible w.h.p. (and not just that each constraint is satisfied in expectation), the constraints of the sample LP are scaled down by a factor denoted by \( \epsilon_f \). Feasibility is guaranteed if \( \epsilon_f \) is large enough; however, if it is too large, the quality of the solution (as measured by the approximation ratio) suffers.

Our main technical result is a worst-case characterization of the impact of \( \epsilon_s \) and \( \epsilon_f \) on the speedup provided by the framework and the quality of the solution. Assuming that algorithm \( \mathcal{A} \) gives a \((1 + \delta)\) approximation to the optimal solution of the dual, we prove that the acceleration framework guarantees a \((1 - \epsilon_f)/(1 + \delta)^2\)-approximation to the optimal solution of LP (1), under some assumptions about the input and \( \epsilon_f \). We formally state the result as Theorem 3.1, and note here that the result shows that \( \epsilon_f \) grows proportionally to \( 1/\sqrt{\epsilon_s} \), which highlights that the framework maintains a high-quality approximation even when sample size is small (and thus the speedup provided by the framework is large).

The technical requirements for \( \epsilon_f \) in Theorem 3.1 impose some restrictions on both the family of LPs that can be provably solved using our framework and the algorithms that can be accelerated. In particular, Theorem 3.1 requires \( \min_i b_i \) to be large and the algorithm \( \mathcal{A} \) to satisfy approximate complementary slackness conditions (see Section 2). While the condition on the \( b_i \) is restrictive, the condition on the algorithms is not—it is satisfied by most common LP solvers, e.g., exact solvers and many primal dual approximation algorithms. Further, our experimental results demonstrate that these technical requirements are conservative—the framework produces solutions of comparable quality to the original LP-solver in settings that are far from satisfying the theoretical requirements. In addition, the accelerator works in practice for algorithms that do not satisfy approximate complementary slackness conditions, e.g., for gradient algorithms as in (Sridhar et al. 2013). In particular, our experimental results show that the accelerator obtains solutions that are close in quality to those obtained by the algorithms being accelerated on the complete problem, and that the solutions are obtained considerably faster (by up to two orders of magnitude). The results reported in this paper demonstrate this by accelerating the state-of-the-art commercial solver Gurobi on a wide array of randomly generated packing LPs and obtaining solutions with < 4% relative error and a more than 150× speedup. Other experiments with other solvers are qualitatively similar and are not included.

When applied to parallel algorithms, there are added opportunities for the framework to reduce error while increasing the speedup, through speculative execution: the framework runs multiple clones of the algorithm speculatively. The original algorithm is executed on a separate sample and the thresholding rule is then applied by each clone in parallel, asynchronously. This improves both the solution quality and the speed. It improves the quality of the solution because the best solution across the multiple samples can be chosen. It improves the speed because it mitigates the impact of stragglers, tasks that take much longer than expected due to contention or other issues. Incorporating “cloning” into the acceleration framework triples the speedup obtained, while reducing the error by 12%.

**Summary of related literature.** The approach underlying our framework is motivated by recent work that uses ideas from online algorithms to make offline algorithms more scalable, e.g., (Mansour et al. 2012; London et al. 2017a). A specific inspiration for this work is (Agrawal, Wang, and Ye 2014), which introduces an online algorithm that uses a two step procedure: it solves an LP based on the first \( s \) stages and then uses the solution as the basis of a rounding scheme in later stages. The algorithm only works when the arrival order is random, which is analogous to sampling in the offline setting. However, (Agrawal, Wang, and Ye 2014) relies on exactly solving the LP given by the first \( s \) stages; considering approximate solutions of the sampled problem (as we do) adds complexity to the algorithm and analysis. Additionally, we can leverage the offline setting to fine-tune \( \epsilon_f \) in order to optimize our solution while ensuring feasibility.

The sampling phase of our framework is reminiscent of the method of **sketching** in which the data matrix is multiplied by a random matrix in order to compress the problem and thus reduce computation time by working on a smaller formulation, e.g., see (Woodruff 2014). However, sketching is designed for overdetermined linear regression problems, \( m \gg n \); thus compression is desirable. In our case, we are concerned with underdetermined problems, \( m \ll n \); thus compression is not appropriate. Rather, the goal of sampling the variables is to be able to approximately determine the thresholds in the second step of the framework. This difference means the approaches are distinct.

The sampling phase of the framework is also reminiscent of the **experiment design** problem, in which the goal is to solve the least squares problem using only a subset of available data while minimizing the error covariance of the estimated parameters, see e.g., (Boyd and Vandenberghe 2004). Recent work (Riquelme, Johari, and Zhang 2017) applies these ideas to online algorithms, when collecting data for regression modeling. Like sketching, experiment design is applied in the overdetermined setting, whereas we consider the under-determined scenario. Additionally, instead of sampling constraints, we sample variables.

The second stage of our algorithm is a thresholding step and is related to the rich literature of LP rounding, see (Bertsimas and Vohra 1998) for a survey. Typically, rounding is used to arrive at a solution to an LP; however we use thresholding to “extend” the solution of a sampled LP to the full
LP. The scheme we use is a deterministic threshold based on the complementary slackness condition. It is inspired by (Agrawal, Wang, and Ye 2014), but adapted to hold for approximate solvers rather than exact solvers. In this sense, the most related recent work is (Sridhar et al. 2013), which proposes a scheme for rounding an approximate LP solution. However, (Sridhar et al. 2013) uses all of the problem data during the approximation step, whereas we show that it is enough to use a (small) sample of the data.

A key feature of our framework is that it can be parallelized easily when used to accelerate a distributed or parallel algorithm. There is a rich literature on distributed and parallel LP solvers, e.g., (Luby and Nisan 1993; Youn 2001; Bar-tal, Byers, and Raz 2004; Awerbuch and Khandekar 2008; Notarstefano and Bullo 2011; Burger et al. 2012; Richert and Cortés 2015). More specifically, there is significant interest in distributed strategies for approximately solving covering and packing linear problems, such as the problems we consider here, e.g., (Agrawal, Klein, and Ravi 1995; Balakrishnan, Magnanti, and Wong 1989; Bar-Yehuda and Even 1981; Erlenkotter 1978; Goemans and Williamson 1995; Balakrishnan, Magnanti, and Wong 1989; Bar-Yehuda and Even 1981; Erlenkotter 1978; Goemans and Williamson 1995). For example, the vertex cover and Steiner approximation algorithms of (Agrawal, Klein, and Ravi 1995). For example, the vertex cover and Steiner approximation algorithms of (Agrawal, Klein, and Ravi 1995) and (Bar-Yehuda and Even 1981) respectively are both (1, 2)-approximation algorithms.

### Algorithm 1: Core acceleration algorithm

**Input:** Packing LP \( P \), LP solver \( A \), \( \epsilon_s > 0, \epsilon_f > 0 \)

**Output:** \( \hat{x} \in \mathbb{R}^n \)

1. Select \( s = \lceil n \epsilon_\alpha \rceil \) primal variables uniformly at random. Label this set \( S \).
2. Use \( A \) to find an (approximate) dual solution \( \hat{y} = [\phi, \psi] \in [\mathbb{R}^n, \mathbb{R}^s] \) to the sample LP.
3. Set \( \hat{x}_j = x_j(\phi) \) for all \( j \in [n] \).
4. Return \( \hat{x} \).

Given a \((1, \alpha_d)\)-approximation algorithm \( A \), the acceleration framework works in two steps. The first step is to sample a subset of the variables, \( S \subset [n], |S| = s = \lceil \epsilon_n \rceil \), and use \( A \) to solve the following sample LP, which we call LP (2). For clarity, we relabel the variables so that the sampled variables are labeled 1, ..., \( s \).

\[
\begin{align*}
\text{maximize} & \quad \sum_{j=1}^s c_j x_j \\
\text{subject to} & \quad \sum_{j=1}^s a_{ij} x_j \leq \frac{(1-\epsilon_f) \epsilon_s}{\alpha_d} b_i, \quad i \in [m] \quad (2a) \\
& \quad x_j \in [0, 1], \quad j \in [s] \quad (2b)
\end{align*}
\]

Here, \( \alpha_d \) is the parameter of the dual approximate complementary slackness guarantee of \( A \). \( \epsilon_f > 0 \) is a parameter set to ensure feasibility during the thresholding step, and \( \epsilon_s > 0 \) is a parameter that determines the fraction of the primal variables that are be sampled. Our analytic results give insight for setting \( \epsilon_f \) and \( \epsilon_s \) but, for now, both should be thought of as close to zero. Similarly, while the results hold for any \( \alpha_d \), they are most interesting when \( \alpha_d \) is close to 1 (i.e., \( \alpha_d = 1 + \delta \) for small \( \delta \)). There are many such algorithms, given the recent interest in designing approximation algorithms for LPs, e.g., (Sridhar et al. 2013; Allen-Zhu and Orecchia 2015).

The second step in our acceleration framework uses the dual prices from the sample LP in order to set a threshold for a deterministic thresholding procedure, which is used to build the solution of LP (1). Specifically, let \( \phi \in \mathbb{R}^n \) and \( \psi \in \mathbb{R}^s \) denote the dual variables corresponding to the constraints \((2b)\) and \((2c)\) in the sample LP, respectively. We define the allocation (thresholding) rule \( x_j(\phi) \) as follows:

\[
x_j(\phi) = \begin{cases} 
1 & \text{if } \sum_{i=1}^m a_{ij}\phi_i < c_j \\
0 & \text{otherwise}
\end{cases}
\]

We summarize the core algorithm of the acceleration framework described above in Algorithm 1. When implementing the acceleration framework it is desirable to search for the minimal \( \epsilon_f \) that allows for feasibility. This additional step is included in the full pseudocode of the acceleration framework given in Algorithm 2.

It is useful to make a few remarks about the generality of this framework. First, since the allocation rule functions as a thresholding rule, the final solution output by the accelerator is integral. Thus, it can be viewed as an ILP solver based on relaxing the ILP to an LP, solving the LP, and rounding the result. The difference is that it does not solve the
Algorithm 2: Pseudocode for the full framework.

Input: Packing LP \( L \), LP solver \( A \), \( \epsilon_s > 0 \), \( \epsilon_f > 0 \)
Output: \( \hat{x} \in \mathbb{R}^n \)

Set \( \epsilon_f = 0 \).
while \( \epsilon_f < 1 \) do
\( \hat{x} = \) Algorithm 1\((L, A, \epsilon_s, \epsilon_f)\).
if \( \hat{x} \) is a feasible solution to \( L \) then
\( \quad \) Return \( \hat{x} \).
else
\( \quad \) Increase \( \epsilon_f \).
end

3 Results

In this section we present our main technical result, a worst-case characterization of the quality of the solution provided by our acceleration framework. We then illustrate the speedup provided by the framework through experiments using Gurobi, a state-of-the-art commercial solver.

3.1 A Worst-case Performance Bound

The following theorem bounds the quality of the solution provided by the acceleration framework. Let \( L \) be a packing LP with \( n \) variables and \( m \) constraints, as in (1), and \( B := \min_{i \in \mathbb{N}} \{ b_i \} \). For simplicity, take \( \epsilon_s n \) to be integral.

**Theorem 3.1.** Let \( A \) be an \((1, \alpha_d)\)-approximation algorithm for packing LPs, with runtime \( f(n, m) \). For any \( \epsilon_s > 0 \) and \( \epsilon_f \geq 3 \sqrt{\frac{6(m+2)\log n}{\epsilon_s \alpha_d B}} \), Algorithm 1 runs in time \( f(\epsilon_s n, m) + O(n) \) and obtains a feasible \((1 - \epsilon_f)/\alpha_d^2\)-approximation to the optimal solution for \( L \) with probability at least \( 1 - \frac{1}{n} \).

**Proof.** The approximation ratio follows from Lemmas 4.2 and 4.7 in Section 4, with a rescaling of \( \epsilon_f \) by 1/3 in order to simplify the theorem statement. The runtime follows from the fact that \( A \) is executed on an LP with \( \epsilon_s n \) variables and at most \( m \) constraints and that, after running \( A \), the thresholding step is used to set the value for all \( n \) variables.

The key trade-off in the acceleration framework is between the size of the sample LP, determined by \( \epsilon_s \), and the resulting quality of the solution, determined by the feasibility parameter, \( \epsilon_f \). The accelerator provides a large speedup if \( \epsilon_s \) can be made small without causing \( \epsilon_f \) to be too large. Theorem 3.1 quantifies this trade-off: \( \epsilon_f \) grows as \( 1/\sqrt{\epsilon_s} \).
Thus, \( \epsilon_s \) can be kept small without impacting the loss in solution quality too much. The bound on \( \epsilon_f \) in the theorem also defines the class of problems for which the accelerator is guaranteed to perform well—problems where \( m \ll n \) and \( B \) is not too small. Nevertheless, our experimental results successfully apply the framework for a wide range of parameters—the theoretical analysis provides a very conservative view on the applicability of the framework.

Theorem 3.1 considers the acceleration of \((1, \alpha_d)\)-approximation algorithms. As we have already noted, many approximation algorithms fall into this class. Further, any exact solver satisfies this condition. For exact solvers, Theorem 3.1 guarantees a \((1 - \epsilon_f)\)-approximation (since \( \alpha_d = 1 \)).

In addition to exact and approximate LP solvers, our framework can also be used to convert LP solvers into ILP solvers, since the solutions it provides are always integral; and it can be parallelized easily, since the thresholding step can be done in parallel. We emphasize these points below.

**Corollary 3.2.** Let \( A \) be a \((1, \alpha_d)\)-approximation algorithm for packing LPs, with runtime \( f(n,m) \). Consider \( \epsilon_s > 0 \), and \( \epsilon_f \geq 3 \sqrt{\frac{6(m+2)\log n}{\epsilon_s \alpha_d B}} \).

- Let \( L \) be an integer program similar to LP (1) but with integrality constraints on the variables. Running Algorithm 1 on LP (1) obtains a feasible \((1 - \epsilon_f)/\alpha_d^2\)-approximation to the optimal solution for \( L \) with probability at least \( 1 - \frac{1}{B^2} \) with runtime \( f(\epsilon_s n, m) + O(n) \).
- If \( A \) is a parallel algorithm, then executing Algorithm 1 on \( p \) processors in parallel obtains a feasible \((1 - \epsilon_f)/\alpha_d^2\)-approximation to the optimal solution for \( L \) or \( \mathcal{L} \) with probability at least \( 1 - \frac{1}{B^2} \) and runtime \( f_p(\epsilon_s n, m) + O(n/p) \), where \( f_p(\epsilon_s n, m) \) denotes \( A \)'s runtime for the sample program on \( p \) processors.

3.2 Accelerating Gurobi

We illustrate the speedup provided by our acceleration framework by using it to accelerate Gurobi, a state-of-the-art commercial solver. Due to limited space, we do not present results applying the accelerator to other, more specialized, LP solvers; however the improvements shown here provide a conservative estimate of the improvements using parallel
implementations since the thresholding phase of the framework has a linear speedup when parallelized. Similarly, the speedup provided by an exact solver (such as Gurobi) provides a conservative estimate of the improvements when applied to approximate solvers or when applied to solve ILPs. Note that our experiments consider situations where the assumptions of Theorem 3.1 about $B$, $m$, and $n$ do not hold. Thus, they highlight that the assumptions of the theorem are conservative and the accelerator can perform well outside of the settings prescribed by Theorem 3.1. This is also true with respect to the assumptions on the algorithm being accelerated. While our proof requires the algorithm to be a $(1, \alpha_d)$-approximation, the accelerator works well for other types of algorithms too. For example, we have applied it to gradient algorithm such as (Sridhar et al. 2013) with results that parallel those presented for Gurobi below.

**Experimental Setup.** To illustrate the performance of our accelerator, we run Algorithm 2 on randomly generated LPs. Unless otherwise specified, the experiments use a matrix $A \in \mathbb{R}^{m \times n}$ of size $m = 10^2$, $n = 10^6$. Each element of $A$, denoted as $a_{ij}$, is first generated from $[0, 1]$ uniformly at random and then set to zero with probability $1 - p$. Hence, $p$ controls the sparsity of matrix $A$, and we vary $p$ in the experiments. The vector $c \in \mathbb{R}^n$ is drawn i.i.d. from $[1,100]$ uniformly. Each element of the vector $b \in \mathbb{R}^m$ is fixed as 0.1$n$. (Note that the results are qualitatively the same for other choices of $b$.) By default, the parameters of the accelerator are set as $\epsilon_s = 0.01$ and $\epsilon_f = 0$, though these are varied in some experiments. Each point in the presented figures is the average of over 100 executions under different realizations of $A, c$.

To assess the quality of the solution, we measure the relative error and speedup of the accelerated algorithm as compared to the original algorithm. The relative error is defined as $(1 - \text{Obj}/\text{OPT})$, where Obj is the objective value produced by our algorithm and OPT is the optimal objective value. The speedup is defined as the run time of the original LP solver divided by that of our algorithm.

We implement the accelerator in Matlab and use it to accelerate Gurobi. The experiments are run on a server with Intel E5-2623V3@3.0GHz 8 cores and 64GB RAM. We implement the accelerator in Matlab and use it to accelerate Gurobi. The experiments are run on a server with Intel E5-2623V3@3.0GHz 8 cores and 64GB RAM. We intentionally perform the experiments with a small degree of parallelism in order to obtain a conservative estimate of the acceleration provided by our framework. As the degree of parallelism increases, the speedup of the accelerator increases and the quality of the solution remains unchanged (unless cloning is used, in which case it improves).

**Experimental Results.** Our experimental results highlight that our acceleration framework provides speedups of two orders of magnitude (over $150\times$), while maintaining high-quality solutions (relative errors of $< 4\%$).

The trade-off between relative error and speed. The fundamental trade-off in the design of the accelerator is between the sample size, $\epsilon_s$, and the quality of the solution. The speedup of the framework comes from choosing $\epsilon_s$ small, but if it is chosen too small then the quality of the solution suffers. For the algorithm to provide improvements in practice, it is important for there to be a sweet spot where $\epsilon_s$ is small and the quality of the solution is still good, as indicated in the shaded region of Figure 1.

**Scalability.** In addition to speeding up LP solvers, our acceleration framework provides significantly improved scalability. Because the LP solver only needs to be run on a (small) sample LP, rather than the full LP, the accelerator provides order of magnitude increase in the size of problems that can be solved. This is illustrated in Figure 2. The figure shows the runtime and relative error of the accelerator. In these experiments we have fixed $p = 0.8$ and $n/m = 10^3$ as we scale $m$. We have set $\epsilon_s = 0.01$ throughout. As (a) shows, one can choose $\epsilon_s$ more aggressively in large problems since leaving $\epsilon_s$ fixed leads to improved accuracy for large scale problems. Doing this would lead to larger speedups; thus by keeping $\epsilon_s$ fixed we provide a conservative estimate of the improved scalability provided by the accelerator. The results in (b) illustrate the improvements in scalability provided by the accelerator. Gurobi’s run time grows quickly until finally, it runs into memory errors and cannot arrive at a solution. In contrast, the runtime of the accelerator grows slowly and can (approximately) solve problems of much larger size. To emphasize the improvement in scalability, we run an experiment on a laptop with Intel Core i5 CPU and 8 GB RAM. For a problem with size $m = 10^5$, $n = 10^7$, Gurobi fails due to memory limits. In contrast, the accelerator produces a solution in 10 minutes with relative error less than 4%.

The benefits of cloning. Speculative execution is an important tool that parallel analytics frameworks use to combat the impact of stragglers. Our acceleration framework can implement speculative execution seamlessly by running multiple
clones (samples) in parallel and choosing the ones that finish the quickest. We illustrate the benefits associated with cloning in Figure 3. This figure shows the percentage gain in relative error and speedup associated with using different numbers of clones. In these experiments, we fix $\epsilon = 0.002$ and $p = 0.8$. We vary the number of clones run and the accelerator outputs a solution after the fastest four clones have finished. Note that the first four clones do not impact the speedup as long as they can be run in parallel. However, for larger numbers of clones our experiments provide a conservative estimate of the value of cloning since our server only has 8 cores. The improvements would be larger than shown in Figure 3 in a system with more parallelism. Despite this conservative comparison, the improvements illustrated in Figure 3 are dramatic. Cloning reduces the relative error of the solution by 12% and triples the speedup. Note that these improvements are significant even though the solver we are accelerating is not a parallel solver.

4 Proofs

In this section we present the technical lemmas used to prove Theorem 3.1. The approach of the proof is inspired by the techniques in Agrawal, Wang, and Ye (2014); however the analysis in our case is more involved. This is due to the fact that our result applies to approximate LP solvers while the techniques in Agrawal, Wang, and Ye (2014) only apply to exact solvers. For this reason, our lemma has to handle three error parameters ($\epsilon_s, \epsilon_f, \alpha_d$) while (Agrawal, Wang, and Ye 2014) has a single error parameter.

The proof has two main steps: (1) show that the solution provided by Algorithm 1 is feasible with high probability (Lemma 4.2), and (2) show that the value of the solution is sufficiently close to optimal with high probability (Lemma 4.7). In both cases, we use the following concentration bound, e.g., (van der Vaart and Wellner 1996).

**Theorem 4.1** (Hoeffding-Bernstein Inequality). Let $u_1, u_2, \ldots, u_n$ be random samples without replacement from the real numbers $r_1, \ldots, r_n$, where $r_j \in [0, 1]$. For $t > 0$, \[
\Pr \left[ \sum_{j=1}^{n} u_j - \frac{\epsilon}{n} \sum_{j=1}^{n} r_j \geq t \right] \leq 2 \exp \left(-\frac{2t^2}{\epsilon^2 n^2} \right),
\]
where $\sigma^2_n = \frac{1}{n} \sum_{j=1}^{n} (r_j - \frac{1}{n} \sum_{j=1}^{n} r_j)^2$.

**Step 1: The solution is feasible**

**Lemma 4.2.** Let $A$ be a $(\alpha_p, \alpha_d)$-approximation algorithm for packing LPs, $\alpha_p, \alpha_d \geq 1$. For any $\epsilon_s > 0$, $\epsilon_f \geq \frac{\sqrt{6(\alpha_p+2) \log n}}{\epsilon_f B}$, the solution Algorithm 1 gives to LP (1) is feasible with probability at least $1 - 1/2n$, where the probability is over the choice of samples.

**Proof.** Define a price-realization, $R(\phi)$, of a price vector $\phi$ as the set $\{r_{ij} = a_i x_j(\phi), j \in [n], i \in [m]\}$ (note that $r_{ij} \in [0, a_{ij}]$) and denote, a “row” of $R(\phi)$ as $R_i(\phi) = \{r_{ij} = a_i x_j(\phi), j \in [n]\}$. We say that $R_i(\phi)$ is infeasible if $\sum_{j \in [n]} r_{ij} > b_i$. The approach of this proof is to bound the probability that, for a given sample, the sample LP is feasible while there is some $i$ for which $R_i(\phi)$ is not feasible in the original LP.

To begin, note that it naively seems that there are $2^n$ possible realizations of $R(\phi)$, over all possible price vectors $\phi$, as $x_j \in \{0, 1\}$. However, a classical result of combinatorial geometry (Orlik and Terao 1992) shows that there are only $n^m$ possible realizations since each $R(\phi)$ is characterized by a separation of $n$ points $\{(c_j, a_j \phi_j)\}$ in an $m$-dimensional plane by a hyperplane, where $a_i$ denotes the $j$-th column of $A$. The maximal number of such hyperplanes is $n^m$.

Next, we define a sample $S \subseteq [n], |S| = \epsilon_s n$ as $R_i\text{-good}$ if $\sum_{j \in S} r_{ij} \leq (1 - \epsilon_f) \epsilon_s b_i$. Let $\tilde{x}$ be the solution to the sample LP for some sample $S$. We say that $S$ (possibly $S \neq S'$) is $\tilde{x}_i\text{-good}$ if $\sum_{j \in S} a_i x_j \tilde{x}_j \leq \frac{(1 - \epsilon_f) \epsilon_s}{\alpha_d} b_i$. The following claim relates these two definitions. Its proof is omitted due to space constraints, but can be found in the full version of this paper (London et al. 2017b).

**Claim 4.3.** If a sample $S$ is $\tilde{x}_i\text{-good}$ then $S$ is $R_i\text{-good}$.

Next, fix the LP and $R(\phi)$. For the purpose of the proof, choose $\epsilon_s \in [n]$ uniformly at random. Next, we sample $\epsilon_s n$ elements without replacement from $n$ variables taking the values $\{r_{ij}\}$. Call this sample $S$. Let $X = \sum_{j \in S} r_{ij}$ be the random variable denoting the sum of these random variables. Note that $\mathbb{E}[X] = \epsilon_s \sum_{j \in N} r_{ij}$, where the expectation is over the choice of $S$, and that the events $\sum_{j \in N} r_{ij} > b_i$ and $\mathbb{E}[X] > \epsilon_s b_i$ are equivalent. The probability that a sample is $\tilde{x}_i\text{-good}$ and $R_i(\phi)$ is infeasible is

\[
\Pr \left[ \sum_{j \in S} a_{ij} \tilde{x}_j \leq \frac{(1 - \epsilon_f) \epsilon_s b_i}{\alpha_d} \wedge \sum_{j \in N} r_{ij} > b_i \right] \\
\leq \Pr \left[ \sum_{j \in S} r_{ij} \leq (1 - \epsilon_f) \epsilon_s b_i \wedge \sum_{j \in N} r_{ij} > b_i \right] \\
\leq \Pr \left[ \sum_{j \in S} r_{ij} \leq (1 - \epsilon_f) \epsilon_s b_i \mid \sum_{j \in N} r_{ij} > b_i \right] \\
\leq \Pr \left[ |X - \mathbb{E}[X]| > \epsilon_f \epsilon_s b_i \right] \\
\leq 2 \exp \left(-\frac{\epsilon^2_s \epsilon_f^2 b_i^2}{2 \epsilon_s b_i + \epsilon_f \epsilon_s b_i} \right) \\
= 2 \exp \left(-\frac{\epsilon^2_s \epsilon_f b_i}{2 + \epsilon_f} \right) \leq \frac{1}{2n^{m+2}},
\]
where (3) is due to Claim 4.3, (4) uses Theorem 4.1, and (5) uses the fact that $B \geq \frac{6(m+2)\log n}{\epsilon \epsilon_f^2}$.

To complete the proof, we now take a union bound over all possible realizations of $R$, which we bounded earlier by $n^m$, and values of $i$.

\section*{Step 2: The solution is close to optimal}
To prove that the solution is close to optimal we make two mild, technical assumptions.

\textbf{Assumption 4.4.} For any dual prices $y = [\phi, \psi]$, there are at most $m$ columns $c_j$ such that $\phi^T c_j = c_j$.

\textbf{Assumption 4.5.} Algorithm $A$ maintains primal and dual solutions $\tilde{x}$ and $\tilde{y} = [\tilde{\phi}, \tilde{\psi}]$ respectively with $\psi > 0$ and $\phi > 0$ only if $\sum_{i=1}^n a_{ij} x_j < c_j$.

Assumption 4.4 does not always hold; however it can be enforced by perturbing each $c_j$ by a small amount at random (see, e.g., Devanur and Hayes 2009; Agrawal, Wang, and Ye 2014). Assumption 4.5 holds for any “reasonable” $(1-\alpha_d)$-approximation dual ascent algorithm, and any algorithm that does not satisfy it can easily be modified to do so. These assumptions are used only to prove the following claim, which is used in the proof of the lemma that follows. The proof is omitted due to space restrictions, but can be found in the full version of this paper (London et al. 2017b).

\textbf{Claim 4.6.} Let $x$ and $y = [\tilde{\phi}, \tilde{\psi}]$ be solutions of $A$ to the sampled LP (2). Then $\{x_j\}_{j \in S}$ and $\{\tilde{x}_j\}_{j \in S}$ differ on at most $m$ values of $j$.

\textbf{Lemma 4.7.} Let $A$ be a $(1, \alpha_d)$-approximation algorithm for packing LPs, $\alpha_d \geq 1$. For any $\epsilon > 0$, $\epsilon_f \geq \sqrt{\frac{3(m+2)\log n}{\epsilon \epsilon_f^2}}$, the solution Algorithm 1 gives to LP (1) is a $(1-3\epsilon_f)/\alpha_d^2$-approximation to the optimal solution with probability at least $1-\frac{1}{2n}$, where the probability is over the choice of samples.

\textbf{Proof.} Denote the primal and dual solutions to the sampled LP in (2) of Algorithm 1 by $\tilde{x}$, $\tilde{y} = [\tilde{\phi}, \tilde{\psi}]$. For purposes of the proof, we construct the following related LP:

\begin{equation}
\text{maximize} \sum_{j=1}^n c_j \tilde{x}_j \\
\text{subject to} \sum_{j=1}^n a_{ij} \tilde{x}_j \leq \tilde{b}_i, \quad i \in [m] \\
\quad \tilde{x}_j \in [0, 1], \quad j \in [n],
\end{equation}

where

$$\tilde{b}_i = \begin{cases} \sum_{j=1}^n a_{ij} \tilde{x}_j(\tilde{\phi}) & \text{if } \tilde{\phi}_i > 0 \\
\max \{ \sum_{j=1}^n a_{ij} x_j(\phi^*) \} & \text{if } \tilde{\phi}_i = 0 \end{cases}$$

Note that $\tilde{b}$ has been set to guarantee that the LP is always feasible, and that $x(\phi)$ and $y^* = [\phi^*, \psi^*]$ satisfy the (exact) complementary slackness conditions, where $\psi^*_j = c_j - \sum_{i=1}^n a_{ij} x_j(\phi^*), \quad \text{if } x_j(\phi^*) = 1$, and $\psi^*_j = 0$ if $x_j(\phi^*) \neq 1$. In particular, note that $\psi^*$ preserves the exact complementary slackness condition, as $\psi^*_j$ is set to zero when $x_j(\phi^*) \neq 1$. Therefore $x(\phi)$ and $y^* = [\phi^*, \psi^*]$ are optimal solutions to LP (6).

A consequence of the approximate dual complementary slackness condition for the solution $\tilde{x}$, $\tilde{y}$ is that the $i$-th primal constraint of LP (2) is almost tight when $\phi_i > 0$:

$$\sum_{j \in S} a_{ij} \tilde{x}_j \geq \frac{1 - \epsilon_f}{(\alpha_d)^2} b_i.$$

This allows us to bound $\sum_{j \in S} a_{ij} x_j(\tilde{\phi})$ as follows.

$$\sum_{j \in S} a_{ij} x_j(\tilde{\phi}) \leq \sum_{j \in S} a_{ij} \tilde{x}_j - m \geq \frac{1 - 2\epsilon_f}{(\alpha_d)^2} b_i,$$

where the first inequality follows from Claim 4.6 and the second follows from the fact that $B \geq \frac{m(\alpha_d)^2}{\epsilon \epsilon_f^2}$. Thus:

$$\Pr \left[ \sum_{j \in S} r_{ij} \geq \frac{1 - 2\epsilon_f}{(\alpha_d)^2} b_i \right] \leq \exp \left[ -\frac{\epsilon_f^2 b_i}{2(\alpha_d)^2 + (\alpha_d)^4 \epsilon_f} \right] \leq \frac{1}{2n}.$$

In the final step, we take $\epsilon_f$ close to one, i.e., we assume $3 \geq 2(\alpha_d)^2 + (\alpha_d)^4 \epsilon_f$. The constant $6$ in the lemma can be adjusted if application for larger $\alpha_d$ is desired.

Applying the union bound gives that, with probability at least $1 - \frac{1}{2n}$, it holds that $\tilde{b}_i \geq \sum_{i \in [m]} r_{ij} \geq \frac{(1 - 3\epsilon_f) b_i}{(\alpha_d)^2}$. It follows that, if $x^*$ is an optimal solution to $L$, then $\frac{(1 - 3\epsilon_f) b_i}{(\alpha_d)^2} x^*$ is a feasible solution to LP (6). Thus, the optimal value of LP (6) is at least $\frac{(1 - 3\epsilon_f) b_i}{(\alpha_d)^2} \sum_{j=1}^n c_j x_j^*$.\hfill $\square$
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