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Abstract

We consider stochastic multi-armed bandit problems with graph feedback, where the decision maker is allowed to observe the neighboring actions of the chosen action. We allow the graph structure to vary with time and consider both deterministic and Erdős-Rényi random graph models. For such a graph feedback model, we first present a novel analysis of Thompson sampling that leads to tighter performance bound than existing work. Next, we propose new Information Directed Sampling based policies that are graph-aware in their decision making. Under the deterministic graph case, we establish a Bayesian regret bound for the proposed policies that scales with the clique cover number of the graph instead of the number of actions. Under the random graph case, we provide a Bayesian regret bound for the proposed policies that scales with the ratio of the number of actions over the expected number of observations per iteration. To the best of our knowledge, this is the first analytical result for stochastic bandits with random graph feedback. Finally, using numerical evaluations, we demonstrate that our proposed IDS policies outperform existing approaches, including adaptations of upper confidence bound, $\epsilon$-greedy and Exp3 algorithms.

1 Introduction

Multi-Armed Bandits (MAB) have been used as quintessential models for sequential decision making. In the classical MAB setting, at each time, a decision maker must choose an action from a set of $K$ actions with unknown probability distributions. Choosing an action $i$ at time $t$ reveals a random reward $X_i(t)$ drawn from the probability distribution of action $i$. The goal is to find policies that minimize the expected loss due to uncertainty about actions’ distributions over a given time horizon.

In this work, we consider an important MAB setting, called the graph-structured feedback or the side-observation model (Mannor and Shamir 2011; Caron et al. 2012; Buccapatnam, Eryilmaz, and Shroff 2014; Tossou, Dimitrakakis, and Dubhashi 2017), where choosing an action $i$ not only generates a reward from action $i$, but also reveals observations for a subset of the remaining actions.

Such a scenario occurs in social networks, sensors networks, and advertising. For example, a decision maker must choose one user at each time in an online social network (e.g., Facebook) to offer a promotion (Caron et al. 2012; Carpentier and Valko 2016). Each time the decision maker offers a promotion to a user, he also has an opportunity to survey the user’s neighbors in the network regarding their potential interest in a similar offer.\footnote{This is possible when the online network has an additional survey feature that generates “side observations”. For example, when user $i$ is offered a promotion, her neighbors may be queried as follows: “User $i$ was recently offered a promotion. Would you also be interested in the offer?”} Users are found to be more responsive to such surveys using social network information compared to generic surveys (Ugander et al. 2011), and this effect can be leveraged to construct side observations.

Consider another example, when the actions are advertisements (Mannor and Shamir 2011) - the decision maker constructs a graph of different vacation places (Hawaii, Caribbean, Paris, etc.), where links capture similarities between different places. When a customer shows interest in one of the places, he is also asked to provide his opinion about the neighboring places in the graph.

Side-observation models are also applicable to sensor networks that monitor events, where an agent must choose one (or a few) sensor to sample at each time. The reward obtained from choosing a sensor is related to its accuracy of monitoring the event. Neighboring sensors can communicate their observations to each other and this data aggregation has the desired affect of obtaining side-observations from neighboring sensors on determining which sensor(s) to select.

In the existing literature (Caron et al. 2012; Buccapatnam, Eryilmaz, and Shroff 2014; Buccapatnam et al. 2017; Tossou, Dimitrakakis, and Dubhashi 2017), researchers propose new policies for the side observation model in the stochastic bandit setting that exploit the graph structure to accelerate learning. Caron et al. (2012) and Buccapatnam, Eryilmaz, and Shroff (2014) propose extensions to upper confidence bound based policies, originally proposed for the classical MAB setting in Auer, Cesa-Bianchi, and Fischer (2002). Policies proposed by Buccapatnam, Eryilmaz, and Shroff (2014), namely $\epsilon_t$-greedy-LP and UCB-LP, are shown to be asymptotically optimal, both in terms of the network structure and time. Tossou, Dimitrakakis, and Dub-
hashi (2017) analyze the Bayesian regret performance of another well known classical bandit policy called Thompson Sampling (TS) (Thompson 1933) for the side-observation model. We make the following important contributions to this existing literature on graphical bandits:

- For the graph structured MAB feedback model we allow the side observation graph to vary with time. We focus on developing a problem-independent Bayesian regret bound. We provide a tighter bound for Thompson sampling, given in terms of the clique cover number of the side-observation graph than the bound presented by Tossou, Dimitrakakis, and Dubhashi (2017).

- We also propose three algorithms, all of which are based on the approach of Information Directed Sampling (IDS) developed by Russo and Van Roy (2014). We show that these algorithms enjoy the same theoretical bounds as Thompson Sampling in terms of the clique cover number of the graph. However, using numerical evaluations, we show in Section 7, that IDS based policies outperform existing policies in Buccapatnam, Eryilmaz, and Shroff (2014), that are provably asymptotically optimal both in terms of network structure and time. Hence, this raises the open question of how to determine better Bayesian regret bounds for our IDS based policies in terms of the network structure.

- In contrast with existing works, we also consider the novel setting of a time variant random graph feedback model, where side observations from neighboring actions are obtained with a probability \( r_j \) in time \( t \).\(^2\) We provide Bayesian regret bounds for Thompson Sampling and our proposed IDS based policies for this probabilistic model as well. We believe that our work provides the first result for stochastic bandits with random graph feedback.

2\(^{This models the scenario of sensor networks where errors due to channel conditions can cause side observations to be randomly erased.\)

2 Problem Formulation

3.1 Stochastic Bandit Model

We consider a Bayesian formulation of the stochastic \( K \)-armed bandit problem in which uncertainties are modeled as random variables. At each time \( t \in \mathbb{N} \), a decision maker chooses an action \( A_t \) from a finite action set \( \mathcal{K} = \{1, \ldots, K\} \) and receives the corresponding random reward \( Y_{t,A_t} \). Without loss of generality, we assume the space of possible rewards \( \mathcal{Y} = [0,1] \). Note that the results in this work can be extended to the case where reward distributions are sub-Gaussian. There is a random variable \( Y_{t,a} \in \mathcal{Y} \) associated with each action \( a \in \mathcal{K} \) and \( t \in \mathbb{N} \). We assume that \( \{Y_{t,a}, \forall a \in \mathcal{K}\} \) are independent for each time \( t \). Let \( \mathbf{Y}_t \equiv (Y_{t,a})_{a \in \mathcal{K}} \) be the vector of random variables at time \( t \in \mathbb{N} \). The true reward distribution \( p^* \) is a distribution over \( \mathcal{Y}^K \), which is randomly drawn from the family of distributions \( \mathcal{P} \) and unknown to the decision maker. Conditioned on \( p^* \), \( (Y_{t,a})_{a \in \mathcal{K}} \) is an independent and identically distributed sequence with each element \( Y_t \) sampled from the distribution \( p^* \).

Let \( A^* \in \arg\max_{a \in \mathcal{K}} \mathbb{E}[Y_{t,a} | p^*] \) be the true optimal action conditioned on \( p^* \). Then the \( T \) period regret of the decision maker is the expected difference between the total rewards obtained by an oracle that always chooses the optimal action and the accumulated rewards up to time horizon \( T \). Formally, we study the expected regret

\[
\mathbb{E}[R(T)] = \mathbb{E} \left[ \sum_{t=1}^{T} Y_{t,A^*} - Y_{t,A_t} \right],
\]

where the expectation is taken over the randomness in the action sequence \( (A_1, \ldots, A_T) \) and the outcomes \( (Y_t)_{t \in \mathbb{N}} \) and over the prior distribution over \( p^* \). This notion of regret is also known as Bayesian regret or Bayes risk.
3.2 Graph Feedback Model

In this problem, we assume the existence of side observations, which is described by a graph $G_t = (\mathcal{K}, \mathcal{E}_t)$ over the action set for each time $t$. The graph $G_t$ may be directed or undirected and can be dependent on time $t$. At each time $t$, the decision maker observes the reward $Y_{t,A_t}$ for playing action $A_t$ as well as the outcome $Y_{t,a}$ for each action $a \in \{a \in \mathcal{K} | (A_t, a) \in \mathcal{E}_t\}$. Note that it becomes the classical bandit feedback setting when the graph is empty (i.e., no edge exists) and it becomes the full-information (expert) setting when the graph is complete for all time $t$. In this work, we study two types of graph feedback models: deterministic graph and Erdős-Rényi random graph.

**Deterministic graph.** In the deterministic graph feedback model, we assume that the graph $G_t$ is fixed before the decision is made at each time $t$. Let $G_t \in \mathbb{R}^{K \times K}$ be the adjacent matrix that represents the deterministic graph feedback structure $G_t$. Let $G_t(i, j)$ be the element at the $i$-th row and $j$-th column of the matrix. Then $G_t(i, j) = 1$ if there exists an edge $(i, j) \in \mathcal{E}_t$ and $G_t(i, j) = 0$ otherwise. Note that we assume $G_t(i, i) = 1$ for any $i \in \mathcal{K}$.

**Definition 1.** (Clique cover number) A Clique of a graph $G = (\mathcal{K}, \mathcal{E})$ is a subset $S \subseteq \mathcal{K}$ such that the sub-graph formed by $S$ and $\mathcal{E}$ is a complete graph. A Clique cover of a graph $G = (\mathcal{K}, \mathcal{E})$ is a partition of $\mathcal{K}$, denoted by $\mathcal{C}$, such that $S$ is a clique for each $S \in \mathcal{C}$. The cardinality of the smallest clique cover is called the clique cover number, which is denoted by $\chi(G)$.

In this work, we slightly abuse the notation of clique cover number and use $\chi(G_t)$ and $\chi(G_t)$ interchangeably since $G_t$ fully characterizes the graph structure $G_t$.

**Erdős-Rényi Random Graph.** In the Erdős-Rényi random graph feedback model, we assume that the graph $G_t$ is generated from an Erdős-Rényi model with time-dependent parameter $r_t$ after the decision is made at each time $t$. In other words, the decision maker can reveal the outcome $Y_{t,a}$ with probability $r_{t}$ for each action $a \neq A_t$ at time $t$. This feedback model is also known as probabilistically triggered arms (Chen et al. 2016).

We generalize the adjacent matrix representation of a deterministic graph feedback model to a random graph feedback model, such that each $(i, j)$-th element of the matrix is the probability of observing action $j$ via playing action $i$. For each time $t$, the adjacent matrix is denoted by $G_t$ to unify the representation of our algorithms and analysis. Then, we have that $G_t(i, i) = 1$ for any $i \in \mathcal{K}$ and $G_t(i, j) = r_{t}$ for any $i \neq j$. Note that parameter $r_{t}$ fully characterizes the random graph feedback model.

3.3 Randomized Policies

We define all random variables with respect to a probability space $(\Omega, \mathcal{F}, P)$. Consider the filtration $(\mathcal{F}_t)_{t \in \mathbb{N}}$ such that $\mathcal{F}_t \subseteq \mathcal{F}$ is the $\sigma$-algebra generated by the observation history $O_{t-1}$. The observation history $O_t$ includes all decisions, rewards and side observations from time 1 to time $t$. For each time $t$, the decision maker chooses an action based on the history $O_{t-1}$ and possibly some randomness. Any policy of the decision maker can be viewed as a randomized policy $\pi$, which is an $\mathcal{F}_t$-adapted sequence $(\pi_t)_{t \in \mathbb{N}}$. For each time $t$, the decision maker chooses an action randomly according to $\pi_t(\cdot) = \mathbb{P}(A_t = \cdot | F_t)$, which is a probability distribution over $\mathcal{K}$. Let $\mathbb{E}[R(T, \pi)]$ be the Bayesian regret defined by (1) when the decisions $(A_1, \ldots, A_T)$ are chosen according to $\pi$.

Uncertainty about $p^*$ induces uncertainty about the true optimal action $A^*$, which is described by a prior distribution $\alpha_t$ of $A^*$. Let $\alpha_t$ be the posterior distribution of $A^*$ given the history $G_{t-1}$, i.e., $\alpha_t(\cdot) = \mathbb{P}(A^* = \cdot | F_t)$. Then, $\alpha_{t+1}$ can be updated by Bayes rule given $\alpha_t$, decision $A_t$, reward $Y_{t,A_t}$ and side observations. The Shannon entropy of $\alpha_t$ is defined as $H(\alpha_t) \triangleq - \sum_{i \in \mathcal{K}} \alpha_t(i) \log(\alpha_t(i))$. We slightly abuse the notation of $\pi_t$ and $\alpha_t$ such that they represent distributions (or functions) over finite set $\mathcal{K}$ as well as vectors in a simplex $S \subseteq \mathbb{R}^K$. Note that $S = \{\pi \in \mathbb{R}^K | \sum_{i=1}^{K} \pi(i) = 1, \pi(i) \geq 0, \forall i \in \mathcal{K}\}$.

Let $\Delta_t$ be the instantaneous regret vector such that the $i$-th coordinate, $\Delta_t(i) = \mathbb{E}[Y_{t,A^*} - Y_{t,a} | F_t]$, is the expected regret of playing action $i$ at time $t$. Let $Q_t$ be the information gain vector such that the $i$-th coordinate, $Q_t(i) = \mathbb{E}[H(\alpha_{t+1}) - H(\alpha_t)]_{F_t}, A_t = i$, is the expected information gain of playing action $i$ at time $t$. Note that the information gain of playing action $i$ consists of that of observing the reward $Y_{t,i}$ and possibly some side observations. We define the information gain of observing action $a$ (i.e., $Y_{t,a}$) as $h_t(a) \triangleq I_t(A^*; Y_{t,a})$, which is the mutual information under the posterior distribution between random variables $A^*$ and $Y_{t,a}$. Let $D(\cdot || \cdot)$ be the Kullback-Leibler divergence between two distributions. By the definition of mutual information, we have that $I_t(A^*; Y_{t,a}) \triangleq D(\mathbb{P}(\cdot | F_t) || \mathbb{P}(\cdot | F_{t-1}, Y_{t,a}))$.

The following proposition reveals the relationship between vector $g_t$ and $h_t$.

**Proposition 1.** Under the (deterministic or random) graph feedback $G_t$, we have $g_t \geq G_t h_t$.

Intuitively, Proposition 1 shows that the information gain of observing the reward and some side observations is at least the sum of the information gain of each individual observation. A formal proof is provided in the technical report (Liu, Buccapatnam, and Shroff 2017).

At each time $t$, a randomized policy updates $\alpha_t$, $\Delta_t$ and $h_t$ and makes a decision according to a sampling distribution $\pi_t$.

4 Algorithms

For any randomized policy, we define the information ratio of sampling distribution $\pi_t$ at time $t$ as

$$\Psi_t(\pi_t) \triangleq (\pi_t^T \Delta_t)^2 / (\pi_t^T g_t).$$

3If $P$ is absolutely continuous with respect to $Q$, then $D(P || Q) = \int \log \left( \frac{dP}{dQ} \right) dP$, where $\frac{dP}{dQ}$ is the Radon-Nikodym derivative of $P$ w.r.t. $Q$. 
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Algorithm 1 Meta-algorithm for Information Directed Sampling with Graph Feedback

Require: Time horizon $T$ and feedback graph model $(G_t)_{t \leq T}$

for $t$ from $1$ to $T$ do
  Updating statistics: compute $\alpha_t$, $\Delta_t$ and $h_t$ accordingly.
  Generating policy: generate $\pi_t$ as a function of $(\alpha_t, \Delta_t, h_t, G_t)$. (To be determined)
  Sampling: sample $A_t$ according to $\pi_t$, play action $A_t$ and receive reward $Y_{t,A_t}$.
  Observations: observe $Y_{t,a}$ if $(A_t, a) \in \mathcal{E}_t$, where $G_t = (\mathcal{K}, \mathcal{E}_t)$ is the graph generated by $G_t$.
end for

Note that $\pi_t^T \Delta_t$ is the expected instantaneous regret of the sampling distribution $\pi_t$, and $\pi_t^T g_t$ is the expected information gain of the sampling distribution $\pi_t$. So the information ratio $\Psi_t(\pi_t)$ measures the “energy” cost (which is the square of the expected instantaneous regret) per bit of information acquired.

The key idea of the IDS based policy is keeping the information ratio bounded in order to balance between having low expected instantaneous regret (a.k.a. exploitation) and obtaining knowledge about the optimal action (a.k.a. exploration). In other words, if the information ratio is bounded, then the expected regret is bounded in terms of the maximum amount of information one could expect to acquire, which is at most the entropy of the prior distribution of $A^*$, i.e., $H(\alpha_1)$. As we show in Section 5, we can find upper bounds for the information ratios of the policies we provide here.

In practice, the information gain vector $g_t$ is quite complicated to compute even assuming a Bernoulli distribution model for each action. However, computing the expected information gain of observing each individual action, i.e., $h_t$, is much easier since it is only the mutual information of two random variables. By Proposition 1, we have that $\Psi_t(\pi_t) \leq (\pi_t^T \Delta_t)^2/(\pi_t^T G_t h_t)$. So we can design our IDS based policies according to $h_t$ and $G_t$ instead of $g_t$. We provide a meta-algorithm for IDS based policies in Algorithm 1. What remains is to design $\pi_t$ as a function of $\alpha_t$, $\Delta_t$, $h_t$ and $G_t$. Note that one can replace $G_t h_t$ by $g_t$ in the IDS based algorithms and the regret results in Section 5 still hold.

**TS-N policy** is a natural adaption of Thompson Sampling under the graph feedback. It replaces the generating policy step in Algorithm 1 by

$$\pi_{i}^{TS-N} = \alpha_i.$$  \hspace{1cm} (4)

The TS-N policy ignores the graph structure information $G_t$, and sample the action according to the posterior distribution of $A^*$.

**IDS-N policy** replaces the generating policy step in Algorithm 1 by $\pi_{i}^{IDS-N}$, which is the solution of the following optimization problem $P_1$.

$$P_1 : \min_{\pi_t \in \mathcal{S}} (\pi_t^T \Delta_t)^2/(\pi_t^T G_t h_t).$$  \hspace{1cm} (5)

The IDS-N policy greedily minimizes the information ratio (upper bound) at each time.

**IDS-N-LP policy** replaces the generating policy step in Algorithm 1 by $\pi_{i}^{IDS-N-LP}$, which is the solution of the following linear programming problem $P_2$.

$$P_2 : \min_{\pi_t \in \mathcal{S}} \pi_t^T \Delta_t \quad \text{s.t.} \quad \pi_t^T G_t h_t \geq \alpha_t^T G_t h_t.$$  \hspace{1cm} (6)

The IDS-N-LP policy greedily minimizes the expected instantaneous regret at each time with the constraint that the information gain is at least the one obtained by TS-N policy.

**IDS-LP policy** replaces the generating policy step in Algorithm 1 by $\pi_{i}^{IDS-LP}$, which is the solution of the following linear programming problem $P_3$.

$$P_3 : \min_{\pi_t \in \mathcal{S}} \pi_t^T \Delta_t \quad \text{s.t.} \quad \pi_t^T G_t h_t \geq \alpha_t^T h_t.$$  \hspace{1cm} (7)

The IDS-LP policy greedily minimizes the expected instantaneous regret at each time with the constraint that the information gain is at least the one obtained by TS policy without graph feedback. IDS-LP policy reduces the extent of exploitation compared to IDS-N-LP policy. Intuitively, it greedily exploits the current knowledge of the optimal action with controlled exploration. Though we can not find better regret bound for IDS-LP than IDS-N, IDS-N and TS-N, IDS-LP outperforms the others in numerical results as shown in Section 7.

5 Regret Analysis

In this section, we first present a known general bound for any randomized policy and provide the regret upper bound results of the proposed policies for the deterministic and random graph feedback. The regret analysis relies on the following bound, which is shown in Russo and Roy (2014).

**Lemma 1.** (General Bound from Russo and Roy (2014)) For any policy $\pi = (\pi_1, \pi_2, \pi_3, \ldots)$ and time horizon $T \in \mathbb{N}$,

$$E[R(T, \pi)] \leq \sum_{t=1}^{T} E_{\pi} [\Psi_t(\pi_t)] H(\alpha_1).$$  \hspace{1cm} (8)

Lemma 1 shows that we only need to bound expected information ratio $E_{\pi} [\Psi_t(\pi_t)]$ to obtain an upper bound for a randomized policy. The next result follows from the fact that the information ratio of IDS-LP policy can be bounded by $K/2$.

**Theorem 1.** For any (deterministic or random) graph feedback, the Bayesian regret of IDS-LP is

$$E[R(T, \pi^{IDS-LP})] \leq \sqrt{\frac{K}{2} TH(\alpha_1)}.$$  \hspace{1cm} (9)

The key idea of the proof is comparing the information ratio of IDS-LP to that of TS with bandit feedback. The detailed proof of Theorem 1 can be found in the technical report (Liu, Buccapatnam, and Shroff 2017). The next proposition shows a general bound for information ratios of TS-N, IDS-N and IDS-LP policies.
Proposition 2. For any (deterministic or random) graph feedback $G_t$, we have that $\Psi_t(\pi^{TS-N})$, $\Psi_t(\pi^{IDS-N})$ and $\Psi_t(\pi^{IDSN-LP})$ are upper-bounded by $\psi_t \leq \frac{\Delta_t^2}{\chi(G_1)}$. 

The proof of Proposition 2 can be found in the technical report (Liu, Buccapatnam, and Shroff 2017). Combining this result with Lemma 1, we can obtain unified regret result for TS-N, IDS-N and IDSN-LP by bounding the ratio $\psi_t$. Now, we are ready to present the regret results separately for the deterministic and the random graph feedback.

5.1 Deterministic Graph

The following result shows the unified regret upper bound of TS-N, IDS-N and IDSN-LP under the deterministic graph feedback. The detailed proof is presented in the technical report (Liu, Buccapatnam, and Shroff 2017).

Theorem 2. For any deterministic graph feedback $(G_1, G_2, G_3, \ldots)$, the Bayesian regrets of TS-N, IDS-N and IDSN-LP are upper-bounded by

$$\sqrt{\sum_{t=1}^{T} T H(\alpha_1)}.$$  \hspace{1cm} (10)

Recently, a similar result for TS-N has been shown to be

$$\sqrt{\max_t \frac{\chi(G_t)}{2} TH(\alpha_1)}$$

in Tossou, Dimitrakakis, and Dubhashi (2017). Apparently, Theorem 2 provides a tighter bound. We have the following result when the graph is also time-invariant.

Corollary 1. For any time-invariant and deterministic graph feedback $G$ (i.e., $G_t = G \forall t \in \mathbb{N}$), the Bayesian regrets of TS-N, IDS-N and IDSN-LP are upper-bounded by

$$\sqrt{\frac{\chi(G)}{2} TH(\alpha_1)}.$$ \hspace{1cm} (11)

Corollary 1 shows that TS-N, IDS-N and IDSN-LP can benefit from the side observations. In other words, the above problem-independent regret upper bound scales with the clique cover number of the graph instead of the number of actions (it is known that the regret bound of TS without side observations is $(9)$). A similar result has been disclosed by Caron et al. (2012) in the form of problem-dependent upper bound. They show that UCB-N scales with the clique cover number compared to UCB without side observations.

An information theoretic lower bound on the problem-independent regret has been shown in Mannor and Shamir (2011) to scale with the independence number. In general, the independence number is less than or equal to the clique cover number. However, the equality holds for a large class of graphs, such as star graphs and perfect graphs. In other words, our policies are order-optimal for a large class of graphs.

5.2 Erdős-Rényi Random Graph

The following result shows the unified regret upper bound of TS-N, IDS-N and IDSN-LP under the Erdős-Rényi random graph feedback. The detailed proof is presented in the technical report (Liu, Buccapatnam, and Shroff 2017).

Theorem 3. For any random graph feedback $(r_1, r_2, r_3, \ldots)$, the Bayesian regrets of TS-N, IDS-N and IDSN-LP are upper-bounded by

$$\sqrt{\sum_{t=1}^{T} 2(Kr_t + 1 - r_t) H(\alpha_1)}.$$ \hspace{1cm} (12)

As far as we know, this is the first result for stochastic bandit with random graph feedback. An analogous result has been shown for the non-stochastic bandit, for which Kocá, Neu, and Valko (2016) proposed Exp3-Res\footnote{Note that they assume that $r_t$ is not available to Exp3-Res. However, it is still reasonable to compare since TS-N is not aware of $r_t$ as well.} policy with guarantee of $O(\sqrt{\sum_{t=1}^{T} \frac{1}{r_t} \log K})$ if $r_t \geq \frac{\log T}{2K^2}$ holds for all $t$. Theorem 3 recovers the same guarantee without restriction on $r_t$ since $H(\alpha_1) \leq \log K$. We have the following result when $r_t$ is time-invariant.

Corollary 2. For any time-invariant and random graph feedback $r$ (i.e., $r_t = r$ $\forall t \in \mathbb{N}$), the Bayesian regrets of TS-N, IDS-N and IDSN-LP are upper-bounded by

$$\sqrt{\frac{K}{2(Kr + 1 - r)} TH(\alpha_1)}.$$ \hspace{1cm} (13)

Corollary 2 shows that the benefit from side observations can be measured by the expected number of observations per time step, i.e., $(K - 1)r + 1$. In other words, the above regret upper bound scales with the ratio of the number of actions and the expected number of observations. When $r = 1$, this ratio equals to 1, which yields the regret result for stochastic bandit with full information (Russo and Van Roy 2016). When $r = 0$, this ratio equals to $K$, which yields the regret result for stochastic bandit with bandit feedback (Russo and Van Roy 2016). An analogous result can be found as Corollary 3 in Alon et al. (2013) for the non-stochastic bandits.

6 Computation

In this section, we provide computational methods for updating statistics and discuss the complexity issues of the algorithms.

6.1 Computational Methods for Updating Statistics

Algorithm 1 offers an abstract design principle with the availability of the statistics (i.e., $\alpha_t$, $h_t$ and $\Delta_t$). However, additional work is required to design efficient computational methods to update these statistics for specific problems. In general, the challenge of updating statistics is to compute and represent a posterior distribution given observations, which is also faced with Thompson Sampling.
When the posterior distribution is complex, one can often generate samples from this distribution using Markov Chain Monte Carlo (MCMC) algorithms, enabling efficient implementation of IDS. A detailed discussion of applying MCMC methods for implementing randomized policy can be found in Scott (2010). However, when the posterior distribution has a closed form or the conjugate prior is well studied, the posterior distributions can be efficiently computed and stored, as are the cases of Beta-Bernoulli bandits and Gaussian bandits (Wu, György, and Szepesvári 2015).

In the numerical experiment, we implement Algorithm 2 in Russo and Van Roy (2014) to represent the posterior distribution and compute the statistics to Beta-Bernoulli bandits. The key idea is that the Beta distribution is a conjugate prior for the Bernoulli distribution. Specifically, given the prior that the expectation $\theta_i$ is drawn from $\text{Beta}(\beta_1^i, \beta_2^i)$, the posterior distribution of observing $Y_i \sim \text{Bernoulli}(\theta_i)$ is $\text{Beta}(\beta_1^i + Y_i, \beta_2^i + 1 - Y_i)$. So the posterior distribution can be updated and represented easily. Then what remains is to calculate the statistics $\alpha_i$, $h_i$, and $\Delta_i$, given the posterior distributions. More details of the calculations can be found in Russo and Van Roy (2014). As stated in Russo and Van Roy (2014), practical implementation of updating statistics involves integrals, which can be evaluated at a discrete grid of points within interval $[0, 1]$. The computational cost of updating statistics is $O(K^2n)$ where $n$ is the number of points used in the discretization of $[0, 1]$.

### 6.2 Complexity of Optimization Problems involved in IDS based Policies

The following result shows that problem $P_1$ is a convex optimization problem and has a structure in the optimal solution.

**Proposition 3.** The function $\Psi_t : \pi \mapsto (\pi_1^t \Delta_t)^2/(\pi_i^t G_i h_t)$ is convex on $\{\pi_t \in S | \pi^t_i G_i h_t > 0\}$. Moreover, there is an optimal solution $\pi^*_t$ to problem $P_1$ such that $|\{i : \pi^*_i > 0\}| \leq 2$.

The proof is an adaption of the proof of Proposition 1 in Russo and Van Roy (2014) by replacing $g_i$ by $G_i h_t$. Proposition 3 shows that problem $P_1$ is a convex optimization problem, which can be solved by a standard convex optimization solver. What’s more, there exists an optimal solution with support size of at most 2. One can search all the pairs of actions and find the optimal solution by brute force. For each pair, it remains to solve a convex optimization problem with one parameter by closed form. So the computational complexity is $O(K^2)$.

Problems $P_2$ and $P_3$ are linear programming problems, which can be solved efficiently in polynomial time by standard methods. Moreover, the following result shows that they can be solved much faster. The proof is presented in the technical report (Liu, Buccapatnam, and Shroff 2017).

**Proposition 4.** The optimization problems $P_2$ and $P_3$ can be solved in $O(K)$ iterations.

In sum, the computational complexity of the proposed IDS based policies (including TS-N) is $O(K^2n)$ per iteration, where $n$ is the number of points used in the discretization of $[0, 1]$. Note that the complexity of UCB based policies is $O(K)$. IDS based policies can improve the regret performance with reasonable computation cost.

### 7 Numerical Results

This section presents numerical results from experiments that evaluate the effectiveness of IDS based policies in comparison to alternative algorithms. We consider the classical Beta-Bernoulli bandit problem with independent actions. The reward of each action $i$ is a Bernoulli($\theta_i$) random variable and $\theta_i$ is independently drawn from $\text{Beta}(1, 1)$. In the experiment, we set $K = 5$ and $T = 1000$. All the regret results are averaged over 1000 trials.

Figure 1 presents the cumulative regret results under the deterministic graph feedback. For the time-invariant case, we use a graph with 2 cliques, presented in the technical report (Liu, Buccapatnam, and Shroff 2017). For the time-variant case, the sequence of graphs is generated by the Erdős-Rényi model. We compare our policies to three other algorithms that are proposed for the stochastic bandit with deterministic graph feedback. Caron et al. (2012) proposed UCB-N and UCB-maxN that closely follow the UCB policy and use side observations for better reward estimates (UCB-N) or choose one of the neighboring nodes with a better empirical estimate (UCB-maxN). It has been shown that the regret of UCB-N and UCB-maxN scale with the clique cover number in the time-invariant case. Buccapatnam, Ethylmaz, and Shroff (2014) improved the results in Caron et al. (2012) with LP-based algorithms ($\epsilon$-greedy-LP and UCB-LP) and guarantees scaling with the domination number in the time-invariant case. We find that TS-N policy outperforms these three algorithms, which is consistent with the empirical observation in the bandit feedback setting (Chapelle and Li 2011). In addition, IDS-N, IDSN-LP and IDS-LP outperform TS-N policy in both cases. These improvements stem from the exploitation of graph structure in IDS based policies, which raises an open question of determining better regret bounds for our IDS based policies in terms of graph structure.

Figure 2 presents the cumulative regret results under the Erdős-Rényi random graph feedback. For the time-invariant case, we fix the parameter $r = 0.25$. For the time-variant case, the parameter $r_i$ is independently drawn from the uniform distribution over the interval $[0, 1]$. We compare our policies to UCB-N and two other algorithms (Exp3-SET...
in Alon et al. (2013) and Exp3-Res) designed for the non-stochastic bandit with random graph feedback. The average regrets of Exp3-SET and Exp3-Res are dramatically larger than that of IDS based policies. For this reason, parts of Exp3-SET and Exp3-Res are omitted from Figure 2. Although, Exp3-SET and Exp3-Res have similar problem-independent upper bounds of regret, our policies utilize the stochastic model and outperform these counterparts. In addition, our IDS based policies outperform TS-N and UCB-N as well. It is interesting that IDS-LP policy performs well in both experiments though it has an upper bound that scales with the number of actions. The reason is that IDS-LP is greedy in minimizing the expected instantaneous regret, however, with guaranteed extent of exploration.

8 Conclusion

We have proposed Information Directed Sampling based policies and presented Thompson Sampling for stochastic multi-armed bandits with both deterministic and random graph feedback. We establish a unified Bayesian regret bound, that scales with the clique cover number of the graph, for TS-N, IDS-N and IDSN-LP policies under the deterministic graph case. We also present the first known theoretical guarantee, that scales with the ratio of number of actions over the expected number of observations per iteration, for TS-N, IDS-N and IDSN-LP policies under the random graph case. These results allow us to uncover the gain of partial feedback between the bandit feedback and full information feedback. Finally, we demonstrate state of art performance in numerical experiments.

This work raises the following open questions. It would be interesting to find a problem-independent regret bound that scales with the independence number of the graph instead of the clique cover number for IDS-N and IDSN-LP policies under the deterministic graph case. We believe that such improvement against TS-N can be established by exploiting the graph structure in IDS-N and IDSN-LP policies, as shown in Figure 1. Another interesting problem is to find a tighter bound for IDS-LP policy. Intuitively, IDS-LP policy can have low regret due to its greedy nature. Further, it would be an interesting extension to our work to consider
a preferential attachment random graph and other growing graphs with time to model the growth process in social networks with time.
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