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Abstract
The goal of video summarization is to distill a raw video into a more compact form without losing much semantic information. However, previous methods mainly consider the diversity and representation interestingness of the obtained summary, and they seldom pay sufficient attention to semantic information of resulting frame set, especially the long temporal range semantics. To explicitly address this issue, we propose a novel technique which is able to extract the most semantically relevant video segments (i.e., valid for a long term temporal duration) and assemble them into an informative summary. To this end, we develop a semantic attended video summarization network (SASUM) which consists of a frame selector and video descriptor to select an appropriate number of video shots by minimizing the distance between the generated description sentence of the summarized video and the human annotated text of the original video. Extensive experiments show that our method achieves a superior performance gain over previous methods on two benchmark datasets.

Introduction
With the upgrade of storage hardware and the faster and faster internet speed, video recording is becoming cheaper and more convenient. However, there is a large amount of useless information in the stored content. Therefore, automatic video summarization (Elkhattabi, Tabii, and Benkadoured 2015) is an urgent problem to be solved, which can not only save the storage resources but also save time for people to browse videos.

The redundancy of videos includes content redundancy and semantic redundancy. The best summary must satisfy compactness and the relevance with the video’s topic. Previous video summarization methods (Gong et al. 2014; Zhao and Xing 2014) mostly try to filter the repeated content of a video but do not remove parts irrelevant with the video theme. Recently, some methods have been used to alleviate this issue by using exemplar videos or web images as priors (Khosla et al. 2013; Zhang et al. 2016a). However, they are only suitable for summarizing category-specific videos because of the need to collect a large number of videos on the same topic. Moreover, summaries generated by these methods are not semantically rich due to their attention is paid on the relevance with the exemplars.

With the expanding of research on cross-domain, especially from vision to language, many applications, such as image retrieval (Ma et al. 2015) and video description (Venugopalan et al. 2015) have achieved great success. It’s a natural idea to apply this technique on video summarization by adding language supervision. Lately, Plummer et al. (2017) and Choi et al. (2017) take advantage of text annotations to produce semantically rich video summaries assisted by submodular function or hidden Markov model. However, their proposed methods only exploit image-text embedding models (Ma et al. 2015) such that their methods cannot capture video’s continuous context.

In order to obtain more story-telling summaries, the relationship between dynamic visual content and its corresponding high-level semantics should be taken into account. To this end, we develop a semantic attended video summarization network (SASUM), which considers about not only the semantic richness but also the context continuity of the generated summary. Our inspiration comes from the fact that we humans tend to filter out frames that are independent of the meaning of the video when picking out the key parts of a video. As shown in Figure 1, according to the description “a cook is stacking up a cone”, we certainly will not select the first frame whose content is a cook is mixing meat, which is semantically unrelated to the provided description. To mimic this selection manner, we train our SASUM su-
pervised by human annotated text descriptions to select the most semantically representative video shots. By minimizing the distance between the generated description of the summarized video and the ground-truth annotation, our network is capable of emphasizing importance on frames with relevant semantics to the video’s theme.

The architecture of our approach is illustrated in Figure 3, which consists of a frame selector and video descriptor. Given a video, we first pass it through a Convolutional Neural Network (CNN) (Szegedy et al. 2016) to extract high-level semantic features. Then the features are fed to the selector which consists of a Long Short-Term Memory Network (LSTM) (Hochreiter and Schmidhuber 1997). In the training phase, under the supervision of text description, the selector will select the segments that best represent the video’s topic. The descriptor is composed of an Encoder-Decoder structure (Venugopalan et al. 2015). For exploring the bidirectional temporal information of videos, we exploit a bidirectional LSTM network (BiLSTM) (Bin et al. 2016) as our Encoder whose input is the features weighted by the selector. Due to the fact that the output of the last node of LSTM tends to retain more information closer to it, we fuse the outputs of all nodes via average pooling as the Decoder’s input to alleviate the negative effect caused by LSTM’s time tendency. The Decoder is a simple LSTM network which can map visual information to a text representation. The frame selector and video descriptor are jointly trained so as to force the network to learn how to assign importance to frames guided by the text annotations. We also add two types of sparsity constraints to the frame selector for limiting the length of the generated summary or making full use of the human annotated keyframes to generate summaries with better human correspondence. In addition, we produce coarse-grained text annotations for two publicly datasets (Gygli et al. 2014; Song et al. 2015), unlike the settings of existing video description datasets (e.g., YouTube2Text and M-VAD) (Chen and Dolan 2011; Torabi et al. 2015) which only provide short video clip and sentence pairs, each text description of our provided annotations is corresponding to a long term temporal video duration so that a modeling of long temporal range semantics can be supported.

Experiments on two benchmark datasets (i.e., SumMe and TVSum) (Gygli et al. 2014; Song et al. 2015) incorporated by the text annotations we develop demonstrate our proposed model can really capture the mapping from vision to language and remove frames that are not related to the video’s topic semantics. Our main contributions consist of:

1. A long temporal range semantics guided method for video summarization is first specified, which is capable of extracting the most semantically coherent subshots in the video.

2. Coarse-grained text annotations for two publicly video summarization datasets are provided so that the mapping from videos to integral semantics can be attained.

**Related Work**

Video summarization can generally be separated into two categories: content aware summarization and semantic aware summarization, the former typically emphasizes the diversity and representation interestingness in the generated summaries while the latter pays more attention to high-level context information to guarantee the summaries’ semantic coherence. In this section, we first review recent work on this two types of video summarization manners, and then give a brief introduction to video description, the technique we will utilize in our proposed framework will be offered.

**Content Aware Summarization**

Early works mainly exploit low-level visual features, such as color histogram (De Avila et al. 2011), motion cues (Gygli et al. 2014; Ren et al. 2017) and spatiotemporal features (Laganière et al. 2008) to extract the most interesting frames. However, these low-level features based methods can rarely retain semantic concepts which very affects the viewing experience. Lately, some deep architectures (e.g., VAE, LSTM) are applied to attain high-level categories (Mahasseni, Lam, and Todorovic 2017; Zhang et al. 2016b), but they are almost modeled in terms of visual diversity by minimizing the reconstruction error between original video and the summarized one or utilizing determinantal point process (DPP), a probabilistic model for diverse subset selection. Generally speaking, these video summarization methods unilaterally focus on the diversity without considering context, so they can only generate content rich but not semantic deficient summaries.
Figure 3: Overview of our SASUM architecture. The CNN features are first weighted by the relevance scores output from the frame selector. The relevance scores are indicated by the colored bars, where longer bars denote higher scores. Then the video descriptor, which is an Encoder-Decoder structure, will translate the visual content to a text description. By minimizing the distance between the generated description and the human written annotation, the network will select the most semantically representative video segments.

Semantic Aware Summarization

More recent works notice that adding semantic supervision is extremely conducive to produce more context coherent summaries. Sharghi et al. (2016) propose a noun-based video summarization approach, when given a long video sequence, the algorithm will return the keyshots which have high relevance to the predefined nouns. Another method of implicitly using semantics is developed by Chu et al. (2015), which points out that similar visual concepts tend to occur in videos with a similar theme, therefore, shots that co-occur most frequently among videos can be extracted to form a summary.

In order to explicitly make use of semantic information, Yeung et al. (2014) present a text-based video summary evaluation approach, which uses a NLP-based metric to measure the semantic distance between the generated text representation of the video summary and the ground-truth text summaries. Although this method is very innovative and easy to operate, it takes no consideration of visual quality as long as the content is shown. Choi et al. (2017) put forward another method on the basis of this work. Given a raw video, the semantically relevant frames can be extracted by measuring the similarity between the frames’ vision-language embedding and the user-specific descriptions. However, this approach only takes into account the relationship of images and text, instead of a long temporal range of visual information and its integral semantics. Our work will explicitly address this issue by directly using a video descriptor to model the relationship of the entire video and its overall context information.

Video Description Models

The Encoder-Decoder structure (Venugopalan et al. 2015; Ji et al. 2017) is most commonly exploited to translate videos to language (i.e., Video Description). This structure typically employs a deep LSTM network to map the visual sequence to a fixed-dimensionality vector, and then another deep LSTM network will decode the language sequence from the vector (Xu et al. 2016; Venugopalan et al. 2015). Video Description has a wide range of applications in video indexing and movie describing (Xu et al. 2016; Torabi, Tandon, and Sigal 2016). But to our knowledge, this is the first time that this is applied on video summarization. We connect it to a frame selector so as to guide the selector to find the most semantically relevant video frames.

Semantic Attended Network

We cast video summarization as a semantic-guided subshots selection problem. The overview of our developed semantic attended network (SASUM) is illustrated in Figure 3, which consists of an Encoder-Decoder model of video description and a frame selector, the former aims at mapping the input visual information into text representation, and the latter utilizes the feedback from the former to find video keyframes that are the most relevant to the high-level context.

In this section, we first describe the video datasets for which we have provided text annotations that can be used in our approach, followed by a detailed introduction of the proposed semantic attended video summarization network. Then we introduce in detail our proposed network as well as the training procedure.
Datasets and Annotating Protocol

There are previous works using semantic information to perform video summarization (Plummer, Brown, and Lazebnik 2017; Choi, Oh, and Kweon 2017), but the datasets they use only provide short video segment and sentence pairs. Therefore, the proposed methods typically extract a frame from the video clip and then train an image-text embedding model to select the most semantically representative frames using either submodular function or greedy algorithm. Obviously, such datasets cannot be exploited to model long term semantics. To this end, we provide text annotations for two currently popular datasets, i.e., SumMe and TVSum (Gygli et al. 2014; Song et al. 2015). The details are as follows:

SumMe (Gygli et al. 2014) consists of 25 user videos which capture multiple events such as sports and cooking. Lengths of the videos vary from 1 to 6.5 minutes. TVSum (Song et al. 2015) contains 50 videos from YouTube in 10 categories such as animal grooming, parkour and dog show. The lengths vary from 2 to 10 minutes. Both of these two datasets contain contents with ego-centric and third-person camera. Besides, they also provide importance score for each video frame, which we will use as supervision information in our method.

In order to enable our network to capture long temporal range semantic information, we first apply the Kernel Temporal Segmentation (KTS) (Potapov et al. 2014) to split videos of SumMe and TVSum into short shots, and then combine these small pieces into 3 to 5 visually coherent segments with the time order preserved, the number of segments depends on the length of the video. Furthermore, each segment is annotated with three description sentences written by three different workers. The descriptions are further edited by additional workers to guarantee vocabulary and grammatical consistency. The reason why we follow this protocol to split the video is that we assume each video contains an event, which usually includes the beginning, the climax, and the end. In fact, these videos do satisfy this assumption. An example is depicted in Figure 2.

Attending to Video Semantics

Our proposed architecture consists of a frame selector and a video descriptor composed of an Encoder-Decoder structure, as illustrated in Figure 3.

Frame selector. Given a long video sequence $X = \{x_1, x_2, \cdots, x_T\}$, where $T$ is the length of the sequence, the deep features extracted by CNN are denoted as $V = \{v_1, v_2, \cdots, v_T\}$. We then implement a variable length LSTM network, called frame selector, to select a set of keyframes. The output of frame selector is relevance scores, namely importance score of the video frames, denoted by $R = \{r_1, r_2, \cdots, r_T\}$. The scores are normalized to $[0, 1]$. The “relevance” here refers to the correlation between video content and high-level semantics. Note that if the scores are integerized into $\{0, 1\}$, they can be regarded as an indicator, when $r_t = 1$, the corresponding frame is selected and vice versa. After weighted processing, the frames’ CNN feature can be represented as $\hat{V} = V \odot R$, where $\odot$ denotes element-wise multiplication.

Encoder-Decoder structure. We utilize an Encoder-Decoder structure to build our video descriptor, which is now the most appropriate framework for modelling serialized data.

When we humans summarize a video, we usually consider the context of the video and then extract the most semantically representative parts to form the final summary. To mimic this manner, we choose bidirectional LSTM network (BiLSTM) (Bin et al. 2016) as the encoder, which has a superior performance to capture context information in long term temporal video sequence. Feeding the weighted CNN features $\hat{V}$ to the Encoder, a fix-length vector $z = E(\hat{v}_1, \hat{v}_2, \cdots, \hat{v}_T)$ will be output. In practice, this is performed by encoding $\hat{V}$ into a sequence of hidden state vectors $h^t_c$ by BiLSTM, the evolution procedure can be illustrated as:

$$h^t_c = [h^t_{fw}, h^t_{bw}] ,$$

$$\theta_c = [\theta_{fw}, \theta_{bw}] ,$$

$$h^t_{fw} = \phi_{fw}(\hat{v}_t, h^{t-1}_{fw}, \theta_{fw}) ,$$

$$h^t_{bw} = \phi_{bw}(\hat{v}_t, h^{t-1}_{bw}, \theta_{bw}) ,$$

where $t = 1, 2, \cdots, T$, $fw$ and $bw$ represent forward and backward LSTM and their corresponding nonlinear mapping functions are $\phi_{fw}$ and $\phi_{bw}$, whose parameters are $\theta_{fw}$ and $\theta_{bw}$. And then $z$ is obtained via a mean pooling of $\{h^1_c, h^2_c, \cdots, h^T_c\}$: $z = \frac{1}{T} \sum_{t=1}^{T} h^t_c$. In standard Encoder-Decoder structure, the value of $z$ is directly assigned by the last timestep’s state, i.e., $z = h^T_c$. The fact why we do not choose this approach is that LSTM tends to emphasize more importance on current timestep, namely, the output of current LSTM timestep prefers to retain more information of current input. However, our video summarization policy is determined by frames’ semantics, so we expect the network to allocate importance to each frame based on visual content. Therefore, we select mean pooling instead of the aforementioned manner to attain the encoded representation $z$, which can alleviate the negative effect of LSTM’s time tendency.

After obtaining the encoded representation $z$, the decoder converts it to a words sequence $S = \{\omega_1, \omega_2, \cdots, \omega_N\}$, and each $\omega$ denotes a word. In addition, we use $\omega_0$ and $\omega_{N+1}$ to indicate the beginning-of-sentence (<bos>) and the end-of-sentence (<eos>) tag. Given all the previous generated words, the conditional probability distribution of the current word is expressed as below:

$$P(\omega_n | \omega_0, \omega_1, \cdots, \omega_{n-1}, z; \theta_d) = D(\omega_{n-1}, h^t_d, z; \theta_d) ,$$

$$h^t_d = \psi(\omega_{n-1}, h^{t-1}_d, z; \theta_d) ,$$

where $h^t_d$ is the hidden state of decoding LSTM, $\psi$ is the nonlinear mapping function and $\theta_d$ is the parameter of the decoder. Then the probability distribution of the generated sentence can be deduced by the joint probability of all words:

$$P(S | z) = \prod_{n=1}^{N} P(\omega_n | \omega_0, \omega_1, \cdots, \omega_{n-1}, z; \theta_d) .$$
As mentioned, we directly feed a long video sequence to our semantic attended network, then the visual information will be translated to a text representation (i.e., description sentence). In this manner, our framework can gradually learn the mapping between video content and its long temporal range semantics.

Network Training
To optimize the proposed networks, a loss function and types of sparsity constraints are defined. Then the parameters of our network can be gradually updated by reducing these loss terms using Stochastic Gradient Descent (SGD).

Caption loss. As mentioned, the probability distribution of the sentence generated by the video description model is denoted by \( P(S|z) \). To make the generated text sentence approach the given ground truth statement, we can define a description loss \( \mathcal{L}_{\text{description}} \) depicted as:

\[
\mathcal{L}_{\text{description}} = -\log P(S|z).
\]

(8)

Sparsity constraints. Following the work developed by Mahasseni et al. (2017), we use two variants of sparsity constraints \( \mathcal{L}_{\text{sparsity}} \) to force the frame selector to generate high-quality video summaries.

The first variant is a penalty that restricts the length of the summaries:

\[
\mathcal{L}_{\text{sparsity}}^{\text{length}} = \frac{1}{T} \sum_{t=1}^{T} r_t - \delta,
\]

(9)

where \( \delta \) is the percentage of the video’s length that we expect to be preserved in the produced summary.

In order to make full use of the annotations provided in SumMe and TVSum, we develop another sparsity constraint approach for our architecture, where we provide the annotated keyframes \( \hat{R} = \{\hat{r}_1, \hat{r}_2, \ldots, \hat{r}_T\} \) in training phase, then the sparsity loss can be denoted as the cross-entropy loss:

\[
\mathcal{L}_{\text{sparsity}}^{\text{sup}} = \frac{1}{T} \sum_{t=1}^{T} (\hat{r}_t \log r_t + (1 - \hat{r}_t) \log(1 - r_t)).
\]

(10)

Parameter update. The frame selector and the Encoder-Decoder video description model can be characterized by parameters \( \theta_e \) and the aforementioned parameters \( \{\theta_c, \theta_d\} \). Our goal is to optimize these parameters by maximally reducing the above defined loss terms: \( \{\mathcal{L}_{\text{description}}, \mathcal{L}_{\text{sparsity}}\} \). Algorithm 1 describes the training steps of our approach in detail.

Experiments

Experimental Setup

Datasets. We evaluate our approach on two video datasets, SumMe (Gygli et al. 2014) and TVSum (Song et al. 2015) annotated with text descriptions created by us. The details have been presented in Method.

Algorithm 1 Training semantic attended network

Input: \( \text{Segments of original videos} \)

Output: \( \text{Optimized parameters } \{\theta_s, \theta_e, \theta_d\} \)

1. Initialize network parameters \( \{\theta_s, \theta_e, \theta_d\} \)

2. \textbf{for} \( \text{iteration} = 1 \text{ to max iterations} \) \textbf{do}

3. \hspace{1em} \( X \leftarrow \text{mini-batch from video segments} \)

4. \hspace{1em} \( V = \text{CNN}(X) \% \text{extract CNN features} \)

5. \hspace{1em} \( R = \text{Selector}(V) \% \text{compute relevance scores} \)

6. \hspace{1em} \( z = \text{Encoder}(V, R) \% \text{encoding} \)

7. \hspace{1em} \( S = \text{Decoder}(z) \% \text{decoding sentences} \)

8. \hspace{1em} \% Update parameters using SGD

9. \hspace{1em} \( \{\theta_e, \theta_d\} \leftarrow -\nabla (\mathcal{L}_{\text{description}}) \)

10. \hspace{1em} \( \{\theta_s\} \leftarrow -\nabla (\mathcal{L}_{\text{description}} + \mathcal{L}_{\text{sparsity}}) \)

11. \textbf{end for}

Evaluation. Following the protocols in (Gygli et al. 2014; Zhang et al. 2016b), we assess the performance of the generated summary by measuring its agreement with the human annotated ground truth summary. Let \( A \) denote the generated summary and \( B \) the ground truth summary, the precision \( P \) and recall \( R \) can be obtained as below:

\[
P = \frac{\text{overlapped duration of } A \text{ and } B}{\text{duration of } A},
\]

(11)

\[
R = \frac{\text{overlapped duration of } A \text{ and } B}{\text{duration of } B},
\]

(12)

then the F-measure is computed as:

\[
F = \frac{2 \times P \times R}{P + R} \times 100\%.
\]

(13)

We follow the method proposed by Zhang et al. (2016b) to convert frame-level relevance scores into keyshots. We first split the whole video into short intervals using KTS (Potapov et al. 2014) and then compute interval-level score by averaging the scores of the frames within the interval. The intervals are ranked in the descending order based on their scores. Then we select the keyshots from the ranked intervals such that the total duration of the keyshots is less than 15% of the original video’s duration.

For each benchmark, we randomly select 80% for training and the remaining 20% for testing. For fair comparison, we run this procedure for 10 times and report the average performance as the final result.

Implementation details. We use the output from the average pooling layer pool_3 of InceptionV3 (Szegedy et al. 2016), which is pretrained on ImageNet (Deng et al. 2009), as our feature (2048-dimensions) of each frame. Both the frame selector and the decoder of the video description model are a single-layer LSTM network, and the encoder of the video description model is a bidirectional LSTM work; all these LSTM networks include 1024 hidden units. To obtain abundant high-level categories and concepts, we pre-train the video description model over a large-scale vision-language dataset (MSR-VTT) (Xu et al. 2016). We train our networks with Adam optimizer with initial learning rate 0.0001. All experiments are conducted on the GTX TITAN X GPU using Tensorflow (Abadi et al. 2016).
<table>
<thead>
<tr>
<th>Method</th>
<th>SumMe</th>
<th>TVSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gygli et al.</td>
<td>39.7%</td>
<td>-</td>
</tr>
<tr>
<td>dppLSTM</td>
<td>38.6%</td>
<td>54.7%</td>
</tr>
<tr>
<td>Zhang et al.</td>
<td>40.9%</td>
<td>-</td>
</tr>
<tr>
<td>SUM-GAN$_{sup}$</td>
<td>41.7%</td>
<td>56.3%</td>
</tr>
<tr>
<td>SASUM</td>
<td>40.6±0.2%</td>
<td>53.9±0.3%</td>
</tr>
<tr>
<td>SASUM$_{length}$</td>
<td>41.0±0.1%</td>
<td>54.6±0.2%</td>
</tr>
<tr>
<td>SASUM$_{sup}$</td>
<td>45.3±0.1%</td>
<td>58.2±0.2%</td>
</tr>
</tbody>
</table>

Table 1: Performance comparison (F-Score) between our frameworks and four state-of-the-art methods on SumMe and TVSum benchmarks.

<table>
<thead>
<tr>
<th>Method</th>
<th>YouTube</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gygli et al.</td>
<td>-</td>
</tr>
<tr>
<td>dppLSTM</td>
<td>-</td>
</tr>
<tr>
<td>Zhang et al.</td>
<td>61.8%</td>
</tr>
<tr>
<td>SUM-GAN$_{sup}$</td>
<td>62.5%</td>
</tr>
<tr>
<td>SASUM</td>
<td>57.6±0.1%</td>
</tr>
<tr>
<td>SASUM$_{length}$</td>
<td>58.5±0.3%</td>
</tr>
<tr>
<td>SASUM$_{sup}$</td>
<td>60.3±0.3%</td>
</tr>
</tbody>
</table>

Table 2: Performance comparisons on YouTube benchmark.

**Comparisons.** In our evaluation, we select four state-of-the-art video summarization approaches to be compared with our proposed framework: 1) a method proposed by Gygli et al. (2015) which formulates video summarization as a submodular maximization problem; 2) dppLSTM (Zhang et al. 2016b), a LSTM based method which utilizes determinantal point process (DPP) so as to select content diverse keyframes; 3) an approach developed by Zhang et al. (2016a) which leverages supervision in the form of human-annotated summaries to perform video summarization; 4) SUM-GAN$_{sup}$ (Mahasseni, Lam, and Todorovic 2017), a video summarization framework based on VAE and GANs. The above-mentioned video summarization approaches are all performed in a supervised manner.

In addition, three variants of our proposed method are also included for comparison:

- **SASUM:** our proposed semantic attended video summarization network without any sparsity constraints.
- **SASUM$_{length}$:** our proposed semantic attended video summarization network with length constraint $L_{\text{sparsity}}^{\text{length}}$.
- **SASUM$_{sup}$:** our proposed semantic attended video summarization network supervised by human annotated summaries $L_{\text{sparsity}}^{\text{sup}}$.

**Results**

We present both quantitative and qualitative results of our proposed semantic attended video summarization framework. Meanwhile, a deep analysis of our method’s advantages compared with other state-of-the-art approaches is provided. In addition, a visualization technique (Ramanishka et al. 2016) is used to show our method’s ability to translate vision to language.

**Quantitative results.** Table 1 shows the compared results of the three variants of our framework and four state-of-the-art methods on SumMe and TVSum benchmarks.

We first compare the results of three variants of our approach. As can be observed, SASUM$_{sup}$ outperforms the other two variants by 4% to 5%. The reasons are as follows: SASUM$_{sup}$ exploits human annotated labels as supervision, as a result, the generated summaries have a better human correspondence than SASUM and SASUM$_{length}$. For the better performance of SASUM$_{length} (\delta = 0.3)$ than SASUM, that’s because when adding length sparsity constraint, the network is forced to reconstruct the original video’s high-level context from its subset. Then attention will be paid to the most semantically representative frames and little attention on semantically irrelevant frames, such that keyframes and non-keyframes are easy to be distinguished. While in SASUM, there is no such constraint to guarantee keyframes selection with the above mentioned strong differentiation.

Compared with the state-of-the-art methods, our framework attains comparable or even better performance. Notice that SASUM and SASUM$_{length}$ only use weak supervision, that is, our provided annotated descriptions, but their results are almost on a par with the completely supervised methods which leverage the human annotated video summaries.

In particular, SASUM$_{sup}$ outperforms all referred approaches in all datasets. An interesting observation is that our approach outperforms much on SumMe than TVSum by 4% and 2%. It’s mainly due to the fact that videos of SumMe have slowly changing content and few objects in the scene, which is very beneficial for our semantic attended network to capture the scene’s context. While in TVSum, the scene is changeable so that the mapping from vision to language is difficult to perform.

Moreover, to verify the generalization performance of our method, we perform experiments on another dataset with no text annotations, YouTube, which includes 50 videos whose content contains cartoons, news, etc.. The result is shown in Table 2. We can notice that even no knowledge about this dataset is utilized, our method still achieves very competitive performance compared with other state-of-the-art methods supervised by human annotated labels.
Visualization of mapping from vision to language. In order to verify the fact that our network does capture the correspondence between visual content and high-level semantics, we apply the visualization technique developed by Ramanishka et al. (2016) to demonstrate it. As depicted in Figure 4, given a sentence “A woman is making a sandwich.”, our network can generate spatiotemporal heatmaps of the corresponding visual objects.

Sensitivity analysis of hyper parameters. We evaluate how the values of the hyper parameter $\delta$ affect the performance of SASUM$_{length}$. The result is illustrated in Figure 5. As depicted, the most suitable value of $\delta$ is 0.3, and the farther the value is away from 0.3, the worse the performance will be. It can be interpreted by the reason that nearly 70% content of the videos of these two datasets is semantically redundant.

Qualitative results. To explicitly illustrate the difference between our method and the previous approaches as well as the generality and individuality of our three variants, we demonstrate example summaries generated by SUM-GAN$_{sup}$ and our approaches in Figure 6, where the averaged human annotated importance score are indicated by the blue bars and the colored bars represent the extracted summaries.

We first compare the differences between our approaches. As can be observed, the summary generated by SASUM$_{length}$ is more sparse in time than the other two, that’s because the length constraint will force the network to place attention on the most semantically representative video intervals. However, adjacent intervals are usually semantically similar in content so that they will not be selected simultaneously. On the other hand, the summary generated by SASUM$_{sup}$ has a better uniformity in time, the reasons are as follows: when supervised by human annotated labels, the network will try to cater different annotators’ preferences, while different annotators pay attention to different parts of the video, so the network will generate summaries with a long temporal range.

As for the generality, we can observe that all three summaries cover the intervals with high importance scores. This can be explained that intervals with high scores usually represent the semantically rich snippets in the video, and all our variants can generate summaries with rich semantics.

Moreover, compared with our approaches, the summary produced by SUM-GAN$_{sup}$ has less coverage than ours in high-score regions, namely semantically rich segments. That’s because there is no semantic supervision in SUM-GAN$_{sup}$, such that this method can rarely extract semantically rich shots.

Conclusion

In this paper, we propose a novel semantic attended video summarization network (SASUM) which is able to extract semantically relevant video segments and assemble them into an informative summary. To assist our network to model the relationship of the long temporal video content and its integral context information, we provide text annotations for two publicly datasets. Extensive experimental results demonstrate that our network does capture the correspondence between the visual content and the text description.
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