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Abstract
This paper compares in depth the effectiveness of two conjunctive belief state representations in contingent planning: prime implicates and minimal CNF, a compact form of CNF formulae, which were initially proposed in conformant planning research (To et al. 2010a; 2010b). Similar to the development of the contingent planner CNF\textsubscript{ct} for minimal CNF (To et al. 2011b), the present paper extends the progression function for the prime implicate representation in (To et al. 2010b) for computing successor belief states in the presence of incomplete information to handle non-deterministic and sensing actions required in contingent planning. The idea was instantiated in a new contingent planner, called PI\textsubscript{ct}, using the same AND/OR search algorithm and heuristic function as those for CNF\textsubscript{ct}. The experiments show that, like CNF\textsubscript{ct}, PI\textsubscript{ct} performs very well in a wide range of benchmarks. The study investigates the advantages and disadvantages of the two planners and identifies the properties of each representation method that affect the performance.

Introduction
Contingent planning (Peot and Smith 1992) has been considered one of the most challenging problems in automated planning (Haslum and Jonsson 1999). It is charged with finding a plan for an agent to achieve the goal in the presence of imperfect knowledge about the world, non-deterministic actions, and observations (also called sensing actions).

Most state-of-the-art contingent planners, e.g., MBP (Bertoli et al. 2001), POND (Bryce et al. 2006), and contingent-FF (Hoffmann and Brafman 2005), employ an AND/OR search algorithm in the belief state space for contingent solutions. Those planners have been shown to be fairly effective in a number of domains. Yet, their scalability is still modest, mostly due to the disadvantages of the method they use to represent belief states as discussed in (To et al. 2011a; 2011b). In those papers, we also discuss the advantage and weakness of the translation-based approach introduced in (Albore, Palacios, and Geffner 2009). Recently, in (To et al. 2011a), we proposed a new approach to contingent planning which relies on the DNF representation of belief states for conformant planning (To et al. 2009). We extended the progression function for DNF to handle non-deterministic and sensing actions and developed a new AND/OR forward search algorithm, called PrAO, for contingent planning. The resulting planner, called DNF\textsubscript{ct}, outperforms other state-of-the-art contingent planners by far on most benchmarks. Nevertheless, DNF\textsubscript{ct} does not perform well in problems where the size of disjunctive formulae representing the belief states is too large. This issue motivated us to develop CNF\textsubscript{ct} (To et al. 2011b) that employs the same search algorithm PrAO as DNF\textsubscript{ct} but uses CNF for belief state representation. A comparison on the effectiveness of the two representations, DNF and CNF, is presented in (To et al. 2011b). That study shows that neither of the two methods completely dominates the other. While DNF\textsubscript{ct} can find a solution faster on more problems, CNF\textsubscript{ct} scales better with the size of problems, especially those where the size of disjunctive formulae representing the belief states is significantly larger. The main reason for this lies in that the trade-off between the complexity for successor belief state computation and the size of formulae representing belief states, which affects also the computation and scalability.

The aforementioned study motivates us to search for a middle ground between DNF and CNF representations of belief states. Ideally, we would like to take the advantages of both representations. This inspires us to investigate the use of prime implicates (pi-formula) to represent belief states. In this work, we extend the progression function defined in (To et al. 2010b) to handle non-deterministic and sensing actions required for contingent planning and implements it in a contingent planner, called PI\textsubscript{ct}, that uses the same search algorithm and same heuristic function as CNF\textsubscript{ct} and DNF\textsubscript{ct} in (To et al. 2011b) do. The experiments validate our expectation: PI\textsubscript{ct} is faster than CNF\textsubscript{ct}, scales better than DNF\textsubscript{ct}, and outperforms the other state-of-the-art planners on most tested domains. The paper then compares the advantages and disadvantages of pi-formula and CNF, identifies properties of the representation schemes that affect the performance of the planners differently over the benchmarks.

The rest of the paper is organized as follows. The next section reviews the basics of contingent planning. Afterwards, the prime implicate representation and CNF representation in (To et al. 2010b) are extended for contingent planning. It follows with a description of PI\textsubscript{ct} and CNF\textsubscript{ct}, an empirical evaluation against state-of-the-art contingent plan-
ners. Next, a discussion about the effectiveness of the representations is presented. The paper ends with a summary of the contribution and the future work.

Background: Contingent Planning

A contingent planning problem is a tuple \( P = \langle F, A, \Omega, I, G \rangle \), where \( F \) is a set of propositions, \( A \) is a set of actions, \( \Omega \) is a set of observations, \( I \) describes the initial state, and \( G \) describes the goal. \( A \) and \( \Omega \) are disjoint, i.e., \( A \cap \Omega = \emptyset \). A literal is either a proposition \( p \in F \) or its negation \( \neg p \). \( \ell \) denotes the complement of a literal \( \ell \) i.e., \( \ell = \neg \ell \), where \( \neg p = p \) for \( p \in F \). For a set of literals \( L \), \( \overline{L} = \{ \ell \mid \ell \in L \} \). We will often use a set of conjuncts to represent a conjunction of literals.

A set of literals \( X \) is consistent (resp. complete) if for every \( p \in F \), \( \{ p \} \cap X \) (resp. \( \{ p, \neg p \} \cap X \neq \emptyset \)). A state is a consistent and complete set of literals. A belief state is a set of states. We will often use lowercase (resp. uppercase) letters to represent a state (resp. a belief state).

Each action \( a \in A \) is a tuple \( \langle pre(a), O(a) \rangle \), where \( pre(a) \) is a set of literals indicating the preconditions of action \( a \) and \( O(a) \) is a set of action outcomes. Each \( o(a) \) in \( O(a) \) is a set of conditional effects \( \psi \rightarrow \ell \) (also written as \( o_1 : \psi \rightarrow \ell \)), where \( \psi \) is a set of literals and \( \ell \) is a literal. If \( |O(a)| > 1 \) then \( a \) is non-deterministic. \( O(a) \) is mutually exclusive, i.e., the execution of \( a \) makes one and only one outcome \( O(a) \) occur. However, which outcome that occurs is uncertain. Each observation \( \omega \) in \( F \) is a tuple \( \langle pre(\omega), \ell(\omega) \rangle \), where \( pre(\omega) \) is the preconditions of \( \omega \) (a set of literals) and \( \ell(\omega) \) is a literal.

A state \( s \) satisfies a literal \( \ell (s \models \ell) \) if \( \ell \in s \). \( s \) satisfies a conjunction of literals \( X (s \models X) \) if \( X \subseteq s \). The satisfaction of a formula in a state is defined in the usual way. Likewise, a belief state \( S \) satisfies a literal \( \ell \), denoted by \( S \models \ell \), if \( \ell \models s \) for every \( s \in S \). \( S \) satisfies a conjunction of literals \( X \), denoted by \( S \models X \), if \( X \subseteq \{ s \mid s \in S \} \). Given a state \( s \), an action \( a \) is executable in \( s \) if \( s \models pre(a) \).

The effect of executing \( a \) in \( s \) w.r.t. an outcome \( o_1 \) is \( e(o_1, s) = \{ \ell \mid \exists o_1 : \psi \rightarrow \ell, s \models \psi \} \). Let \( res(o_1, s) = s \setminus e(o_1, s) \cup e(o_1, s) \). The progression function maps an action and a belief state to a belief state, defined as \( \Phi(a, S) = \{ res(o_1, s) \mid s \in S, o_1 \in O(a) \} \) if \( S \neq \emptyset \) and \( S = \{ pre(a) ; \emptyset \} \). \( \Phi(a, S) \) is undefined, otherwise.

**Example 1.** Given a domain \( F = \{ at(p_1), at(p_2), at(p_3) \} \), a belief state \( S \) that contains only one state \( s = \{ at(p_1), \neg at(p_2), at(p_3) \} \), an action \( leave(p_1) \) with \( pre(leave(p_1)) = \{ at(p_1) \} \) and \( O(leave(p_1)) = \{ o_1, o_2 \} \), where \( o_1 = \{ \emptyset \rightarrow \neg at(p_1), \emptyset \rightarrow at(p_2) \} \) and \( o_2 = \{ \emptyset \rightarrow at(p_1), \emptyset \rightarrow at(p_3) \} \). One can easily compute:

\[ res(o_1, s) = \{ \neg at(p_1), at(p_2), \neg at(p_3) \} \]

\[ res(o_2, s) = \{ \neg at(p_1), \neg at(p_2), at(p_3) \} \]

Hence, \( \Phi(leave(p_1), S) = \{ \{ \neg at(p_1), at(p_2), \neg at(p_3) \}, \{ \neg at(p_1), \neg at(p_2), at(p_3) \} \} \).

Observe that the non-deterministic action \( leave(p_1) \) causes the certain belief state \( S \) to become uncertain.

Let \( \omega \) be an observation in \( \Omega \); we define \( S_+^{\omega} = \{ s \mid s \in S, s \models \ell(\omega) \} \) and \( S_-^{\omega} = \{ s \mid s \in S, s \models \ell(\omega) \} \).

Given a contingent planning problem \( P \), a structure \( T \) constructed from the actions and observations of \( P \) is said to be a transition tree of \( P \) if

- \( T \) is empty, denoted by \([\emptyset]\), or \( T = a \), where \( a \in A \); or
- \( T = a \circ T' \), where \( a \in A \) and \( T' \) is a non-empty transition tree; or
- \( T = \omega(T^+ \cup T^-) \), where \( \omega \in \Omega \) and \( T^+ \) and \( T^- \) are transition trees.

Intuitively, a transition tree represents a conditional plan, as defined in the literature, and can be represented as an AND/OR graph whose nodes are belief states and links are AND/OR-edges. Let \( \bot \) denote undefined. The result of the execution of a transition tree \( T \) in a belief state \( S \), denoted by \( \hat{\Phi}(T, S) \), is a set of belief states defined as follows:

- If \( S = \emptyset \) or \( S = \emptyset \cup T \neq \emptyset \) then \( \hat{\Phi}(T, S) = \emptyset \);
- If \( S \neq \emptyset \) then \( \hat{\Phi}(\emptyset, S) = \{ S \} \), else \( \hat{\Phi}(\emptyset, \emptyset) = \emptyset \); else
- If \( T = a \circ T', a \in A \), then \( \hat{\Phi}(a, S) = \{ \Phi(a, S) \} \); else
- If \( T = a \circ T', a \in A \), then \( \hat{\Phi}(T, S) = \hat{\Phi}(T', \Phi(a, S)) \); else
- If \( T = \omega(T^+ \cup T^-) \) then \( \hat{\Phi}(T, S) = \hat{\Phi}(T^+, S^+_\omega) \cup \hat{\Phi}(T^-, S^-_\omega) \) if \( S \models pre(\omega) \), and \( \hat{\Phi}(T, S) = \emptyset \) otherwise.

Note that the definition of \( \hat{\Phi} \) allows the application of an observation \( \omega \) in a belief state where \( \ell(\omega) \) is known, if the subtree rooted at the resulting empty belief state is empty.

Let \( S_I \) be the initial belief state described by \( I \). A transition tree \( T \) is said to be a solution of \( P \) if \( \hat{\Phi}(T, S_I) \neq \{ \emptyset \} \) and every belief state in \( \hat{\Phi}(T, S_I) \setminus \{ \emptyset \} \) satisfies the goal \( G \).

**Example 2 ((To et al. 2011b)).** Consider a robot \( R \) which needs to move (mv) from room \( A \) to room \( B \) through a door \( D \) whose opened-closed state is unknown. \( R \) can sense (s) whether \( D \) is opened and toggle (t) it through its status. The planning problem \( P \) is specified by \( F = \{ at(A), at(B), opened \} \), \( A = \{ mv, op \} \), \( \Omega = \{ s \} \), \( I = at(A) \) and \( G = at(B) \); where \( mv = \{ opened, \{ at(A) \rightarrow at(A), at(A) \rightarrow at(B) \}, \{ at(B) \rightarrow at(A) \} \} \) and \( t = \{ true, \{ opened \rightarrow opened, opened \rightarrow \neg opened \} \} \).

Figure 1 illustrates a solution for the problem, which is rather a directed acyclic graph (DAG) than a tree and corresponds to the transition tree \( s(mv \cup t(mv)) \). The solution depth, which is the length of the longest action sequence that leads to a goal node from the initial node \( s \circ t \circ mv \), is 3.

The next section extends the progression functions in (To et al. 2010b) to deal with non-deterministic actions and observations for contingent planning.
Prime Implicates and CNF Representations

A clause $\alpha$ is a disjunctive set of literals. $\alpha$ is tautological if $\{f, \neg f\} \subseteq \alpha$ for some $f \in F$. A unit clause is a clause containing only one literal, called a unit literal. A CNF-formula is a set of clauses. A literal $\ell$ is in a CNF formula $\varphi$, denoted by $\ell \in \varphi$, if there exists $\alpha \in \varphi$ such that $\ell \in \alpha$. By $\varphi_\ell$ we denote the set of clauses in $\varphi$ which contain $\ell$.

A clause $\alpha$ subsumes a clause $\beta$ if $\alpha \subseteq \beta$. A clause $\alpha$ of a CNF-formula $\varphi$ is said to be trivially redundant for $\varphi$ if it is either tautological or subsumed by another clause in $\varphi$. The technique of simplifying a CNF formula by removing the trivially redundant clauses from it is called reduction.

Two clauses $\alpha$ and $\beta$ are said to be resolvable if there exists a literal $\ell$ such that $\ell \in \alpha$, $\ell \in \beta$, and their resolvent $\alpha \ast \beta$, defined by $\alpha \ast \beta = (\alpha \setminus \{\ell\}) \cup (\beta \setminus \{\ell\})$, is a non-tautological clause. Observe that, if $\alpha$ and $\beta$ are two resolvable clauses in a CNF formula $\varphi$ and $\varphi$ can be simplified to an equivalent smaller CNF formula by replacing the set of clauses subsumed by $\alpha \ast \beta$ in $\varphi$ with $\alpha \ast \beta$, provided that this set is not empty (otherwise the formula will be increased by $|\alpha \ast \beta|$). This technique is referred to as subsumable resolution.

A clause $\alpha$ is said to be an implicate of a formula $\varphi$ if $\varphi \models \alpha$. It is a prime implicate of $\varphi$ if there is no other implicate $\beta$ of $\varphi$ such that $\beta$ subsumes $\alpha$. By $PI(\cdot)$ we denote the function that returns the set of prime implicates of a formula. A CNF formula $\varphi$ is a prime implicate formula (pi-formula) if $\varphi = PI(\varphi)$.

A PI-state is a pi-formula. A PI-belief state is a set of PI-states.

A CNF formula $\varphi$ is said to be a CNF-state if
- $\varphi$ does not contain a trivially redundant clause; and
- $\varphi$ does not contain two resolvable clauses $\gamma$ and $\delta$ such that $\gamma \ast \delta$ subsumes a clause in $\varphi$.

Observe that a CNF-state is minimal in the sense that it cannot be simplified to a smaller CNF-formula using reduction or subsumable resolution. Conversely, one can use these techniques to simplify an arbitrary CNF-formula to an equivalent (usually smaller) CNF-state. By $min(\cdot)$, we denote an idempotent function that maps a CNF-formula to an equivalent CNF-state. Note that a PI-state is, by definitions, also a CNF-state but the converse is not necessarily true.

A set of CNF-states is called a CNF-belief state.

For two CNF formulae $\varphi = \{\alpha_1, \ldots, \alpha_n\}$ and $\psi = \{\beta_1, \ldots, \beta_m\}$, the cross-product of $\varphi$ and $\psi$, denoted by $\varphi \times \psi$, is the CNF-formula defined by $\{\alpha_i \cup \beta_j \mid \alpha_i \in \varphi, \beta_j \in \psi\}$. If either $\varphi$ or $\psi$ is empty then $\varphi \times \psi = \emptyset$.

The reduced cross-product (resp. min-cross-product) of $\varphi$ and $\psi$, denoted by $\varphi \otimes \psi$ (resp. $\varphi \otimes_{\min} \psi$), is the CNF-formula obtained from $\varphi \times \psi$ by removing all trivially redundant clauses in $\varphi \times \psi$ (resp. CNF-state $min(\varphi \times \psi)$). For a set of CNF-formulae $\Psi = \{\varphi_1, \ldots, \varphi_n\}$, $\varphi_1 \otimes \cdots \otimes \varphi_n$ denotes $\varphi_1 \cdots \otimes \varphi_n$ (resp. $\varphi_1 \otimes \cdots \otimes_{\min} \varphi_n$). It is easy to see that $\varphi_1 \otimes \cdots \otimes \varphi_n$ and $\varphi_1 \otimes_{\min} \cdots \otimes_{\min} \varphi_n$ are a CNF-formula equivalent to $\bigvee_{i=1}^n \varphi_i$.

It can be proved that the reduced cross-product of a set of pi-formulae (PI-belief state) is also a pi-formula (PI-state).

Let $o_i$ be an outcome of action $a$. A CNF-formula $\varphi$ is enabling for $o_i$ if for every conditional effect $o_i : \psi \rightarrow \ell$, either $\psi \models \varphi$ or $\varphi \models \psi$. A set of CNF-formulae $\Psi$ is enabling for $o_i$ if every $\Psi \in \Psi$ is enabling for $o_i$.

For an enabling CNF-formula $\varphi$ for $o_i$, the effect of $a$ in $\varphi$ when the outcome $o_i$ occurs, denoted by $e(o_i, \varphi)$, is defined by:

$$e(o_i, \varphi) = \{\ell \mid o_i : \psi \rightarrow \ell, \varphi \models \psi\}$$

The update of a CNF-state $\varphi$ by a literal $\ell$, denoted by $\text{upd}(\varphi, \ell)$, is a CNF-state defined by:

$$\text{upd}(\varphi, \ell) = \min(\varphi \setminus (\varphi \land \varphi_\ell)) \land \ell \land \varphi \setminus (\varphi \land (\varphi_\ell \lor \varphi_\ell))$$

where $\varphi_\ell = \{\beta \mid \alpha \in \varphi_\ell, \ell \subseteq \alpha, \alpha \ast \beta$ are resolvable$\}$. Intuitively, $\text{upd}(\varphi, \ell)$ encodes the CNF-state after execution of an action, that causes $\ell$ to be true, in $\varphi$.

For a PI-state $\varphi$, one can prove that every resolvent in $\varphi_\ell \varphi_\ell$ either is trivially redundant for $(\varphi \setminus (\varphi_\ell \lor \varphi_\ell))$ or already exists in this set. Thus, the update of PI-state $\varphi$ as $\text{upd}_{\pi}(\varphi, \ell)$,

One can also prove that $\text{upd}_{\pi}(\cdot)$ is a PI-state result in a PI-state. Furthermore, the result of updating a PI-state (resp. CNF-state) $\varphi$ w.r.t. a consistent set of literals $L$ is independent from the order in which the literals in $L$ are introduced. For a consistent set of literals $L$, we define $\text{upd}_{\pi}(\varphi, L) = \text{upd}_{\pi}(\text{upd}_{\pi}(\varphi, \ell), \ell \setminus \{\ell\})$ for any $\ell \in L$ if $L \neq \emptyset$ and $\text{upd}_{\pi}(\varphi, \emptyset) = \varphi$. For a CNF-state $\varphi$, similarly, we denote $\text{upd}(\varphi, L) = \text{upd}(\varphi, \ell)$ for any $\ell \in L$ if $L \neq \emptyset$.

Definition 1. Let $\varphi$ be a PI-state and $\gamma$ be a consistent set of literals. The enabling form of $\varphi$ w.r.t. $\gamma$, denoted by $\varphi \oplus \gamma$, is a PI-belief state defined by

$$\varphi \oplus \gamma = \left\{ \begin{array}{ll} \{\varphi\} & \text{if } \varphi \models \gamma \text{ or } \varphi \models \neg \gamma \\ \{\text{PI}(\varphi \land \gamma), \text{PI}(\varphi \land \neg \gamma)\} & \text{otherwise} \end{array} \right.$$ 

where $\neg \gamma$ is the clause $\ell | \ell \in \gamma$.

It is easy to see that $\varphi \oplus \gamma$ is a set of (at most two) PI-states such that for every $\delta \in \varphi \oplus \gamma, \delta \models \gamma$ or $\delta \models \neg \gamma$. For a PI-belief state $\Psi$, let $\Psi + \gamma = \bigcup_{\varphi \in \Psi} (\varphi \oplus \gamma)$. For an outcome $o_i$ of action $a$ and a PI-state $\varphi$, let $\text{en}_b(a, \varphi) = (\varphi \oplus \psi_1) \oplus \cdots \oplus \psi_k$ where $o_i = \{\psi_1 \rightarrow \ell_1, \ldots, \psi_k \rightarrow \ell_k\}$.

Definition 2. Let $\varphi$ be a PI-state and $a$ be an action. The progression function between PI-states, denoted by $\Phi_{PI}(a, \varphi)$, is defined as follows:

- $\Phi_{PI}(a, \varphi) = \ominus \bigcup_{\varphi \in \Omega(a)} (\text{upd}_{\pi}(\chi, e(o_i, \chi)) \mid \chi \in \text{en}_b(a, \varphi))$ if $\varphi \models e(a)$; and
- $\Phi_{PI}(a, \varphi) = \perp$ otherwise.

Given a fluent formula $\varphi$, by $BS(\varphi)$ we denote the belief state represented by $\varphi$. By definition, for a sensing action $\omega$, the execution of $\omega$ in $BS(\varphi)$ results in two disjoint belief states $S_1$ and $S_2$ such that $S_1 \cup S_2 = BS(\varphi)$, $S_1 = \ell(\omega)$, and $S_2 = \ell(\omega)$. Thus, the execution of $\omega$ in a PI-state $\varphi$ results in two PI-states: $\varphi_1^+ = \text{PI}(\varphi \land \ell(\omega))$ and $\varphi_2^+ = \text{PI}(\varphi \land \ell(\omega^+))$.

Similarly to the definition of $\Phi$, we define $\Phi_{PI}$, an extended progression function that maps a transition tree and a PI-state to a set of PI-states, by replacing each belief state $S$ with its encoding PI-state $\varphi$, where, for each observation $\omega$ in $\Omega$ (last item), $\varphi_1^+$ and $\varphi_2^+$ play the role of $S_1$ and $S_2$, respectively. The correctness of $\Phi_{PI}$ is given next.
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Theorem 1. Let \( \phi \) be a PI-state and \( T \) be a transition tree. Then each belief state in \( \hat{\Phi}(T, BS(\phi)) \) is equivalent to a PI-state in \( \hat{\Phi}_{PI}(T, \phi) \), and each PI-state in \( \hat{\Phi}_{PI}(T, \phi) \) represents a belief state in \( \hat{\Phi}(T, BS(\phi)) \).

Thus, \( \hat{\Phi}_{PI} \) is equivalent to the complete semantics of \( \hat{\Phi} \). Similar to defining \( \hat{\Phi}_{PI} \), the definition of the progression function for CNF-states, denoted by \( \Phi_{CNF} \), and used in the development of \( CNF_{ct} \), is presented in (To et al. 2011b).

The Planner PI\( ct \)

Implementation of PI\( ct \): We built PI\( ct \) on top of PIP (To et al. 2010b) using the (extended) prime implicates representation. Like \( CNF_{ct} \) and \( DNF_{ct} \), PI\( ct \) employs the same AND/OR search algorithm PrAO (To et al. 2011a) for contingent planning and the same input language extended from that of PIP to allow non-deterministic and sensing actions.

Heuristics: For a better understanding of the effectiveness of the representations, PI\( ct \) uses the same heuristic function as \( CNF_{ct} \) and \( DNF_{ct} \), do, based on the number of satisfied subgoals and the number of known literals in the belief state. Observe that the second component of the heuristic function prioritizes expansion of nodes with less uncertainty and smaller size in all the representations. Note that the use of the same search framework, i.e., same search algorithm and heuristic function, allows the planners to expand/generate the same sets of nodes (belief states) in the search graph.

Empirical Performance: We compare PI\( ct \) with \( CNF_{ct}, DNF_{ct}, CLG, \) contingent-FF, and POND 2.2 on a large set of benchmarks. These planners are known to be among the best available contingent planners. We executed contingent-FF with both available options (with and with helpful actions) and report the best result for each instance. POND was executed with AO* search algorithm (aostar). For CLG, we observed that the translation time can vary in a very wide range on each instance so we report the average result of several execution time. All the experiments were performed on a Linux Intel Core 2 Dual 9400 2.66GHz workstation with 4GB of memory with the time-out limit of two hours.

Most of the benchmarks have been collected from the contingent-FF distribution (bts, btnd, bts, ecbcs, egrid, elogistic, and unix) and from the CLG distribution (eball, doors, localize, and wumpus). The others including eld, ecc, edisp, and epush are variations of the challenging contingent domains 1-dispose, corner-cube, dispsoe, and push, respectively. These domains are modified by us to force planners to generate conditional plans as the new problems do not have a conditional plan.

Table 1 reports the overall performance of PI\( ct \) in comparison with \( CNF_{ct}/DNF_{ct} \) and the other state-of-the-art contingent planners. The columns 2, 3, and 4 report the total run-time in seconds for PI\( ct \), \( CNF_{ct} \), and \( DNF_{ct} \) respectively. Since PI\( ct \), \( CNF_{ct} \), and \( DNF_{ct} \) use the same search framework, they return the same solution for each problem (except for the case that one finds a solution but another produces out-of-memory or time-out for the same problem). Therefore we report in the 5th column the size \( s \) (number of actions) and the depth \( d \) of the solutions for these planners.
actions to be executed to obtain the goal. The last row summarizes the performance of the planners in the format \(n_1/n_2\), where \(n_1\) denotes the number of solutions the planner found quickest and \(n_2\) is the number of instances (out of total 48 instances) the planner is able to find a solution for. We observed that there are several problems for which the experimental results differ from those reported in the literature. We suspect that the versions of the other planners we downloaded perform differently than their predecessors, and/or the environments for conducting the experiments are different (e.g., different hardware/OS).

Table 1 shows that the quality of the solutions found by \(\Phi_{ct}\), \(\Phi_{NF}\), and \(\Phi_{d}\) is, in general, comparable to those found by the other planners. However, each of our planners performs clearly much better than the others on most domains, except \(\Phi_{elogistic}\). We believe that the heuristic scheme used in our planners is not suitable for this domain. The summary results in the last row show that, within a large set of benchmarks, \(\Phi_{NF}\) is fastest with the greatest value of \(n_1\), \(\Phi_{ct}\) is the most scalable planner that can solve most instances (47 out of 48), and \(\Phi_{NF}\) is in between. We will investigate the reason that \(\Phi_{ct}\) is faster but able to solve less instances compared with \(\Phi_{NF}\) in the next section.

**Effectiveness: Prime Implicates vs. CNF**

This section analyzes how prime implicates and CNF representations affect the performance and scalability of the corresponding planners, identifies the reasons why their relative effectiveness varies considerably across classes of problems.

To explain the good scalability of \(\Phi_{ct}\) and \(\Phi_{NF}\), we first consider the cases of \(eball-n-m\), \(e1d-n-m\), \(edis-n-m\), and \(epush-n-m\) in which \(\Phi_{ct}\), \(\Phi_{NF}\), and \(\Phi_{d}\) perform best. In these domains, \(n\) and \(m\) denote the number of locations and the number of objects, respectively. The location of each object \(o_i\) \((i = 1, \ldots, n)\) is initially unknown among \(n\) given places \(p_j\) \((j = 1, \ldots, n)\), and is described by the literal \(at(o_i, p_j)\). The number of states in the initial belief state, hence, is linear in \(n^m\), i.e., exponential in \(m\). On the other hand, the size of the initial PI-state/CNF-state in these domains is linear in \(m \times n^2\), i.e., linear in \(m\). This explains why \(\Phi_{ct}\) and \(\Phi_{NF}\) can scale best when \(m\) increases if \(n\) is not too large and \(\Phi_{d}\) perform best when \(n\) is large and \(m\) is small enough (1 or 2). Observe that the performance of CLG is comparable to our planners when \(m = 1\).

In general, the performance and scalability of \(\Phi_{ct}\) and \(\Phi_{NF}\) are highly competitive due to the compact representation and the efficient progression function implemented in each of them. However, \(\Phi_{ct}\) is faster while \(\Phi_{NF}\) is more scalable, as observed earlier. When the size of PI-states and the size of CNF-states are comparable, \(\Phi_{ct}\) is much faster than \(\Phi_{NF}\) for the following reasons:

1. Checking satisfaction of a literal or clause in a PI-state is linear in the number of clauses of the PI-state, while it is exponential in a CNF-state.
2. Update function: It is easy to see that \(update_\Phi\) is much faster than \(update_{\Phi_{NF}}\) since \(update_\Phi\) needs to compute the resolvent clauses and the \(min()\) function but \(update_{\Phi_{NF}}\) does not.
3. Cross-product: The reduced-cross-product function \(\otimes\) used to convert a PI-belief state to the equivalent PI-state is faster than the min-cross-product function \(\otimes_{min}\) used for CNF-states.
4. \(PI()\) vs. \(\Phi_{NF}\): These functions used to convert a CNF-formula to the equivalent PI-state and CNF-state, respectively. In general, \(PI()\) is exponential while \(\Phi_{NF}\) is polynomial (in the size of the respective formula). However, a complete computation of the PI-state from a CNF-formula is needed only once for the initial belief state. During the search, the PI-states can be computed incrementally, mostly when adding a literal or clause to a PI-state, using an incremental algorithm for computing prime implicates. This computation is usually very fast, even much faster than \(\Phi_{NF}\) in most problems as observed in the experiments.

One will be able to observe that this analysis agrees with the empirical results presented later.

On the other hand, there are problems where the PI-states are much larger than the equivalent CNF-states and/or \(\Phi_{ct}\) generates too many intermediate non-prime implicates and takes so much time. In this case, \(\Phi_{ct}\) does not perform well and may cause out-of-memory, while \(\Phi_{NF}\) does not.

For a better understanding of the performance of \(\Phi_{ct}\) and \(\Phi_{NF}\) on the benchmarks, we report the size of PI-states/CNF-states and a breakdown of their execution time (in seconds) w.r.t the aforementioned operations of \(\Phi_{PI}\) and \(\Phi_{CNF}\) in Table 2. The first column—in the format \(n_1/n_2/n_3/n_4\)—reports the number of non-unit clauses in the initial PI-state \((n_1)\) and the initial CNF-state \((n_2)\), and the average number of non-unit clauses in a PI-state \((n_3)\) and CNF-state \((n_4)\), respectively. If \(n_1 = n_2\) (resp. \(n_1 = n_3 = n_4\)) then we omit one. Since the computation cost of \(\Phi_{PI}\) (resp. \(\Phi_{CNF}\)) and the memory consumption depends mostly on the non-unit clauses in the PI-state (resp. CNF-state), only non-unit clauses are accounted for in Table 2. The second column denotes the search time of \(\Phi_{ct}\) (left) and \(\Phi_{NF}\) (right) as the translation time of the input theory for both planners are the same and independent from the representation used. The time \(\Phi_{ct}\) spends to compute the initial PI-state from the initial CNF-formula is reported in the third column. The last four columns report the computation time of \(\Phi_{ct}\) (left) and \(\Phi_{NF}\) (right) for conversion of PI-states/CNF-states, checking satisfaction, updating formulae, and cross-production process respectively. Note that these items are not disjoint, e.g., the cross-production process for \(\Phi_{NF}\) \((\otimes_{min})\) also incurs the computation of \(\Phi_{NF}\) function. On the other hand, there are such operations that consumes a significant amount of time as writing to/reading from memory and heuristic evaluation that are not reported here. This explains why the breakdown times do not add up and they are much smaller for \(\Phi_{ct}\) than for \(\Phi_{NF}\) but the overall search time is not that different, on several instances, e.g., \(unix-4\).
The experiments reveal that, in most domains, the initial PI-state is the same as the initial CNF-state. The only exception is *wumpus*, where the initial PI-state is much larger than the corresponding initial CNF-state, e.g., 15,866 vs. 88 non-unit clauses for *wumpus*-5. On this domain, PI\(_{ct}\) spends most of the execution time for the computation of the initial PI-state (2,711 seconds for *wumpus*-5 and time-out for *wumpus*-7). The experiments also show that, in most domains, the set of expanded/generated PI-states is identical to the set of expanded/generated CNF-states, except *wumpus* and *localize*. In these two domains, the PI-states are much larger than the corresponding CNF-states, making the performance of PI\(_{ct}\) much worse than CNF\(_{ct}\). Observe that although the sets of expanded PI-states and CNF-states are the same on *bnd*, CNF\(_{ct}\) outperforms PI\(_{ct}\) due to the fact that the computation of the PI-states (\(P(I(.))\)) takes too much time. There is an interesting case of *doors*, where PI\(_{ct}\) is the best on the smaller instances, but has out-of-memory on doors-11 while CNF\(_{ct}\) does not, even though both planners expanded the same set of formulae. We suspect that \(P(I(.))\) generates too many intermediate implicates and/or the PI-states generated by PI\(_{ct}\) are much larger than that by CNF\(_{ct}\).

In the other cases, PI\(_{ct}\) is observed to outperform CNF\(_{ct}\).

### Conclusion

This paper proposed a new approach to contingent planning using prime implicates as a belief state representation and implemented it in the new planner PI\(_{ct}\); and investigated the effectiveness of this representation in comparison with CNF representation, by means of PI\(_{ct}\) and CNF\(_{ct}\). Both planners employ the same search framework.

The investigation showed that the belief state representation plays an important role in the context of contingent planning, as both planners provide highly competitive performance in a wide range of benchmarks, even when using an unsophisticated heuristic scheme; and they perform differently through all benchmarks even in the same search framework. The paper identified the advantage and weakness of each representation and the classes of problems that promote or degrade the corresponding planner. In summary, PI\(_{ct}\) can find a solution faster, while CNF\(_{ct}\) scales better on the size of the problem and requires less memory. When the sizes of the two representations are comparable, the use of prime implicates results in a better performance. However, there are few problems where the prime implicate representation is much larger or PI\(_{ct}\) generates so many intermediate implicates, resulting in the poor performance in terms of execution time and/or scalability. Fortunately, as shown in the experiments, in most domains, the sets of formulae encoding the belief states in both representations are almost the same.

Finally, we would like to note that the comparison on the planners PI\(_{ct}\), CNF\(_{ct}\), and DNFC\(_{ct}\) helps evaluate the effectiveness of different belief state representations as they use the same search framework. It also shows that designing a compact yet efficient and scalable belief state representation for contingent planning is an important and difficult task. As such, a systematic comparison—similar to the study in this paper—between these representations with other representations (e.g., DNNF or OBDD) using the same search framework will be very useful. To make this feasible, we will need to define a direct, complete, and efficient progression function—similar to \(\Phi_{PI}\) and \(\Phi_{CNF}\)—employing each respective representation. To the best of our knowledge, such a definition has not been proposed. We plan to tackle this issue in our future work. A detailed analysis of memory consumption and time requirement will also be needed.
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