






10

tion of the CO with the oscillators representing one of 
two stimuli that form the attention focus may lead not 
to focusing attention on the other stimulus but to de­
struction of the attention focus. For some parameter 
values it is found that the CO is capable of synchroniz­
ing alternately with one or the other of two groups of 
POs. This can be interpreted as a spontaneous switch­
ing of the attention focus which is observed in some 
psychological experiments. 

The model of attention considered above is based on 
synchronization of regular oscillations. The following 
example shows that regularity is not an obligatory con­
dition to obtain synchronous oscillations of neural activ­
ity, also synchronized chaotic oscillations can be gener­
ated by the networks of integrate-and-fire neurons. This 
gives the possibility to use chaotic oscillations in bind­
ing and attention models. An example of a neural net­
work that combines chaotic dynamics with synchroniza­
tion is presented in (Borisyuk & Borisyuk, 1997) . The 
authors have developed a neural network of excitatory 
and inhibitory integrate-and-fire neurons with global 
connections that can show spatially coherent chaotic 
oscillations. A specific property of this regime is that 
the periods of neuron bursting activity alternate with 
irregular periods of silence. Moreover, the number of 
spikes in burst and inter burst intervals varies in a broad 
range. Despite of the irregular, chaotic dynamics of a 
single neuron, the global activity of the network looks 
very coherent. Almost all neurons of the network fire 
nearly simultaneously in some short time intervals. 

Conclusions 
The purpose of this paper was twofold. First , we were 
going to show that temporal structures appearing in 
dynamical activity of neural network models are rich 
enough to properly reflect the basic neurophysiological 
data. Second, we aimed to show that dynamical mod­
els are helpful for checking the validity of hypotheses 
about the principles of information processing in the 
brain. In particular; the models can be used to elu­
cidate the possible significance of temporal relations in 
neural activity. We demonstrated that these models are 
compatible with experimental data and are promising 
for parallel implementation of information processing. 

In comparison with traditional connectionist theo­
ries, the theory of oscillatory neural networks has its 
own advantages and disadvantages. This theory tries 
to reach a better agreement with neurophysiological ev­
idence, but this results in more complicated analysis of 
the models. The further progress of the theory may be 
achieved in the following directions. 

1. Oscillatory networks with varying input 
signals. Most of the models developed until now re­
strict their consideration to the case when the input sig­
nals of oscillators are fixed . It would be much more im­
portant to study neural networks which are influenced 
by a time dependent stimulus (in mathematical terms, 
this results in the study of non-autonomous dynamical 
system). 

2. Hierarchical oscillatory neural networks. 
Multilayer oscillatory neural networks with different ar­
chitectures should be developed and analyzed. It seems 
reasonable to use for the earlier stages of information 
processing oscillatory neural networks with local con­
nections which could provide the interaction of small 
neural assemblies similar to the interaction of pyramidal 
neurons in cortical columns. Convergent forward and 
backward connections can be used for parallel transmis­
sion of information between the layers. For later stages 
of information processing the networks with the cen­
tral element should be used to provide the intensive 
information exchange between arbitrary parts of the 
network with a relatively small number of long-range 
connections. In particular, such networks are relevant 
to modeling the interaction between the hippocampus 
or the thalamus and the cortex. 

3. Networks with multifrequency oscillations. 
Envelope (multifrequency) oscillations have not re­
ceived much attention yet. We believe that envelope 
oscillations may be very helpful for information encod­
ing. It is known that frequency encoding of stimuli is 
impeded by insufficiency of information capacity. In­
deed, the range of admissible frequencies is not large, 
and due to relatively low resolution in the frequency 
domain, it may not be easy to distinguish between dif­
ferent frequencies . Therefore increasing the number of 
admissible frequencies will be helpful for weakening the 
limitations of frequency encoding. For example, double­
frequency oscillations make it possible to extend fre­
quency encoding, since the second frequency can play 
the role of a second encoding variable. Therefore, two 
coordinates could be used for encoding instead of one. 

Besides the theory of information processing in the 
brain, there is another important field of applications 
of oscillatory neural networks. We mean the theory 
of artificial neural networks. After a period of inten­
sive development, this theory seems to suffer from the 
reduction of the flow of new ideas. Neuroscience is a 
reliable and never exhausted source of such ideas. In 
the near future we can expect a significant progress in 
neurocomputing in relation to better understanding the 
principles of information processing in the brain. 

The dream of many researchers involved in neuro­
biological modeling is that some day their findings will 
result in development of artificial neural systems with a 
broad spectrum of intellectual capabilities competitive 
with those of the living systems. This dream may soon 
come true. An important step in this direction would 
be to develop a computer system for a combined solu­
tion of the problems of binding, attention, recognition 
and memorization. This project is quite real now. All 
necessary components are known already. The current 
task is just to scan through the set of existing models in 
order to choose those which are most efficient and most 
compatible with the modern concepts of neuroscience 
and then to find a proper interaction of these models in 
a unified system. Many details of this interaction are 
known already, others should be discovered by further 
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experimental investigations and relative mathematical 
and computer modeling. 
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