
There Are Too
Many 

Universal
Plans

To present a sharp
criticism of the
approach known as
universal planning,
I begin by giving a
precise definition of
it.

The key idea in this
work is that an agent
is working to achieve
some goal and that

to deter-
mine what
to do next
in the pur-
suit of this goal, the agent finds its
current situation in a large table that
prescribes the correct action to take.

Of course, the action suggested by
the table might simply be, “Think
about your current situation and
decide what to do next.” This
method is, in many ways, represen-
tative of the conventional approach
to planning; however, what distin-
guishes universal plans from con-
ventional plans is that the action
suggested by a universal plan is
always a primitive one that the
agent can execute immediately (Agre
and Chapman 1987; Drummond
1988; Kaelbling 1988; Nilsson 1989;
Rosenschein and Kaelbling 1986;
Schoppers 1987).

Definition 1.1. A universal plan

is an arbitrary func-
tion from the set of
possible situations S
into the set of prim-
itive actions A.

I assume through-
out this article that
some fixed universal
plan u describes the
intended behavior
of the agent being
constructed; the
question that I want
to investigate is
whether it is practi-
cal to provide the
agent with an
explicit description
of u in its entirety as
opposed to some
method (such as

“invoke the planner”) by which u(s) can be
computed if the agent finds itself in situation s.

Given Definition 1.1, I can draw distinc-
tions between the intentions of the various
authors working with universal plans.
Schoppers, who coined the term universal
plan, seems to feel that it will be possible to
equip an agent with a completely accurate
description of a universal plan for acting in
its particular environment. However, other
authors (Agre and Chapman 1987; Drum-
mond 1988; Nilsson 1989) concede that only
some approximation to the universal plan u
will be available. Rosenschein and Kaelbling
(Rosenschein and Kaelbling 1986; Kaelbling
1988) seem to agree with Schoppers,
although I argue that this apparent agree-
ment misrepresents their actual beliefs.

Another choice needs to be made if an
approximate universal plan is used. Agre and
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An (Almost) Universally

Bad Idea
Matthew L. Ginsberg

Several authors have recently suggested that a
possible approach to planning in uncertain
domains is to analyze all possible situations
beforehand and then store information about
what to do in each. The result is that a system
can simply use its sensors to examine its domain
and then decide what to do by finding its current
situation in some sort of a table.

The purpose of this article is to argue that
even if the compile-time costs of the analysis are
ignored, the size of the table must, in general,
grow exponentially with the complexity of the
domain. This growth makes it unlikely that this
approach to planning will be able to deal with
problems of an interesting size; one really needs
the ability to do some amount of inference at run
time. In other words, an effective approach to
acting in uncertain domains cannot be to look
and then leap; it must always be to look, to think,
and only then to leap.
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Chapman and Drummond assume the agent
using the approximate universal plan will
continue to use it blindly in all situations, so
that in some instances, the agent’s actions
will be unrelated to its overall goals. Nilsson,
however, seems to assume that the agent will
recognize these situations and do some addi-
tional planning when they are encountered.
Of course, the only effective way to recognize
situations in which the approximate plan dif-
fers from the optimal one is to label them
explicitly; in other words, the action specified
by the approximate plan must be to invoke
the planner.

Thus, the three possible approaches to uni-
versal planning are as follows: First, assume
that it will be possible to represent explicitly
the universal plan, giving the agent’s optimal
action as a function of its situation (Schop-
pers 1987). I argue that this assumption is
unlikely to be valid in practice.

Second, concede that a universal plan that
always suggests a primitive action to be taken
will occasionally suggest an action that is not
related to achieving the agent’s goals (Agre
and Chapman 1987; Drummond 1988). I
argue that this approach is only viable for
precognitive activities such as locomotion.

Third, concede that a universal plan used to
describe cognitive behavior must occasionally
suggest that a planner be invoked to decide
what to do next (Nilsson 1989). In this case,
universal planning is only being used as a
method for storing precompiled plans that
the agent has available at run time.

All the arguments that I make rest on a
careful examination of the techniques that
have been suggested to actually represent a
universal plan as data. Schoppers (1987), for
example, suggests that a decision tree be con-
structed, and Nilsson (1989) and Rosenschein
(Rosenschein and Kaelbling 1986) suggest
that some sort of Boolean circuit be used. I
restrict my attention to this latter approach
because it is the somewhat more general of
the two.1

By a gate, I mean an element of the Boolean
circuit being used to describe some particular
universal plan. I assume that every gate has
two inputs and a single output; note that
because each gate has four possible input
combinations, there are 16 possible gates types.

Now suppose that the domain includes n
binary sensors that are used to examine the
current situation and that there are a primi-
tive actions that the planner might take. By a
circuit of size g, I mean an arbitrary collection
of g gates connected in arbitrary ways to each
other, the output of the n sensors, and a actu-
ators that correspond to decisions to take

each of the primitive actions. The only
restriction placed on the circuit is that none
of the outputs be connected to each other.2

Finally, I make two assumptions about the
sensors. The first is that they are indepen-
dent; so, every combination of sensor read-
ings corresponds to a possible situation. The
second is that the information given by the
sensors is sufficient to determine the action
the robot should take. These two assumptions
in combination allow me to assume that
there are 2n distinct situations for which the
universal plan must specify an action.

Proposition 1.2. There are (2a)(2n) distinct
universal plans. There are at most 16g(g +
n)2g+a distinct circuits of size g.

Proof. The proof is just a matter of count-
ing. The number of functions (that is, univer-
sal plans) from a set of size 2n (the set of
situations) into a set of size 2a (the set of pos-
sible combinations of actions to be taken) is
(2a)(2n).

To describe a circuit consisting of g gates, I
must specify, for each gate, which of the 16
possible types it is and, for each of the 2g + a
input signals (one for each of the two inputs
to each gate and one for each of the actua-
tors), which of the g + n signals drives it (one
for each gate’s output and one for each sensor
signal).

Proposition 1.3. The number of gates that
can be expected to be needed to describe a
universal plan in a domain with n sensors is
on the order of 2n.

Proof. This is simply the result of solving 

for g.
In other words, the number of gates needed

to describe a universal plan will, in general,
grow exponentially with the size of the
domain. Similar arguments can be made for
Schoppers’s decision-tree formulation.

Note that Proposition 1.3 holds indepen-
dent of the value of a, the number of primi-
tive actions that the agent can take. It might
appear that even though it is impractical to
construct a circuit that exactly captures the
original universal plan u, you might construct
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A universal plan is an
arbitrary function from
the set of possible 
situations S into the set 
of primitive actions A.



Nilsson (1988) managed to construct a uni-
versal plan for achieving this goal but only by
introducing new sensors that were designed
specifically for this problem.3 Nilsson
assumes the existence of sensors that deter-
mine as primitives how much of “fruitcake”
has been constructed so far and which block
must be moved first to eventually clear the
top of a given block. Given these sensors, it is
hardly surprising that Nilsson can construct a
universal plan for the goal in question!

More complex examples are worse still. The
plan for using a tactical combination to win a
chess game might be something like the fol-
lowing: “I’m going to attack his queen, and
it’ll have to go here, and then I can do this
and he’ll have to respond like that, and then
I’ll be able to checkmate him.”

Well, maybe the opponent won’t move his
queen. A human player need not consider
this possibility; he can simply assume that he
will be able to win the game after the queen
is captured. However, a universal planner can
take no such luxuries; it needs to plan, in the
most minute detail, how it will deal with
every combination of moves (good and bad)
by the opponent. In addition, because the
move that should be selected in one chess
position is likely to be very different from
one that would be selected in a nearby posi-
tion (perhaps where one of the pieces has
been displaced by a square or changed color),
there is no reason to believe that it will be
possible to express the universal plan for this
problem using a reasonable number of gates,
decision nodes, or whatever.

What about other planning situations? In
general, I am extremely pessimistic for rea-
sons I give shortly. My pessimism aside,
Schoppers is tacitly making an extremely
strong claim—that the planning problems
encountered by autonomous agents will be of
the type for which universal plans can be rep-
resented. However, this claim needs to be
defended, and he has yet to do so.

Why am I pessimistic? Consider for a
moment Schoppers’s original argument in
favor of universal plans. He described a
blocks-world domain in which a baby was
wandering around, occasionally knocking
down the blocks or relocating them. In an
unpredictable domain, he argued, it was
important to have planned for unexpected
contingencies in advance.

Suppose, then, that I try to get two of
Schoppers’s blocks on top of one another in a
particular location. I get the first block and
set it down, and while I am getting the
second block, the baby moves the first one.
So I put the second block down, get the first

a circuit that describes some alternative uni-
versal plan u’ that takes an action that is
approximately the same as the action
described by u (perhaps the robot moves 1.5
inches instead of 1.6 in some situation).
However, this approach is also, in general,
impractical; if I lump all the actions into a
single one, so that a = 1, and the circuit is
simply trying to tell me whether I need to act
I still need 2n gates to make the decision.

Perhaps Most of the Universal
Plans Don’t Matter

If Schoppers and Rosenschein are to realize
their intention of capturing the entire univer-
sal plan needed to act in some domain, they
must argue that this universal plan can, for
some reason, be described using far fewer
gates than one would expect on average. This
is certainly possible in principle because the
various domain sensors could be sensing
things such as, “You should take action 1 now.”

Rosenschein and Kaelbling (1986) and
Kaelbling (1988) take just this approach.
Although the action component of their pro-
posed architecture for intelligent agents is
indeed expected to contain an exact descrip-
tion of the universal plan u, the perception
component explicitly allows for arbitrary
manipulations of the agent’s primitive senso-
ry input. These manipulations might well
involve symbolic computations that do the
planning themselves, turning the primitive
input into forms such as, “Take action 1 now.”

Schoppers, however, assumes that it will be
possible to encode a universal plan without
changing the sensory input. In simple
domains such as the blocks-world examples
considered in Nilsson (1989) and Schoppers
(1987), this assumption is valid—the avail-
able sensors provide information that is near
to what is needed to determine what action
to take. (It is not surprising, for example, that
a sensor telling you whether a particular
block is clear is providing information that
can be turned into an action decision with a
minimum of effort.)

In general, however, the situation is not so
simple. Consider the blocks-world problem of
stacking nine blocks so that they spell “fruit-
cake.” This problem is difficult for universal
planners because in a blocks world with nine
blocks, there are in excess of 9! possible situa-
tions for which you need to specify actions,
and this is impractical unless the available
sensors somehow give you more useful infor-
mation than simply, “The block labeled k is
clear.”
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block back where it belongs, and go back to
the second block.

Unfortunately, the baby now moves the
first block again. Sigh. I put the second block
down, go back to the first block….

Or do I? In actuality, I am likely to do
something fairly novel. I might try to carry
the second block with me, so that I can bring
both blocks to the target location simultane-
ously. If I can’t do that, I might take the
second block to the target location first,
hoping that the baby won’t move it. I might
lock the baby in the bathroom while I move
the blocks around.

The point is that the decision is a complex
one. What I decide to do depends in subtle
ways on the values of many sensors, not just
the few indicating where the blocks are and
whether they are clear. Where is the baby?
Whose baby is it? After all, I can discipline
my own baby more effectively than someone
else’s. Thus, even in this simple example, you
see that deciding what to do can be a sensi-
tive function of the sensory information
available. What reason is there to believe that
the goal is one for which a universal plan can
be described in nonexponential form?

Agre, Chapman, and Drummond all appear
to agree with the view that it is, in general,
impossible to describe a universal plan in
exact detail; I discuss the consequences of this
conclusion in the next section. Before doing
so, however, I want to discuss the implica-
tions of Proposition 1.2 on computational
planning in general.

The proposition is of interest because a
computer running a planning program is,
after all, a collection of gates that have been
wired together in some fashion. Is there any
reason to believe the arguments I have made
cannot be extended to imply that planning is,
in general, an impossible task?

I argue there is reason because of an intu-
itive sense that it is possible to solve planning
problems by “figuring out what to do.” It is
not unreasonable to hope that it will be possi-
ble to write programs that also “figure out
what to do,” although I would expect that
such programs will suffer from the same diffi-
culties humans do when encountering com-
plex and unexpected situations.

Note, however, how delicate this argument
is; the only reason I have for believing that a
computer will be capable of solving planning
problems is that I believe it will be possible
for a machine to emulate my own solution
methods. This assumption depends, in part,
on the underlying belief that our environ-
ment behaves in predictable ways; the argu-
ment would obviously break down if there

were no rhyme or reason to things.

Approximate Universal Plans

Instead of the exact universal plans discussed
in the last section, Agre, Chapman, and
Drummond assume that their agents will
work with approximate universal plans that
sometimes suggest suboptimal actions. Agre
and Chapman (1987) argue that this approach
is suitable if an autonomous agent is to per-
form tasks such as playing a video game.

This view seems entirely reasonable. The
advantage of approximate universal plans is
that they allow agents to react extremely
quickly to their surroundings; the disadvan-
tage is that their inflexibility makes it
extremely difficult for an agent using such a
plan to expend limited resources to improve
its performance.

For noncognitive tasks, this choice seems
fair. However, for tasks where one expects
that an agent will be using its cognitive abili-
ties to improve its performance, an approxi-
mate universal plan will, in general, be overly
restrictive. (Indeed, the ability to enhance
performance by expending additional mental
resources seems to be a reasonable definition
of the distinction between cognitive and
noncognitive behavior.)

Nilsson (1989) suggests that this difficulty
can be overcome by having one of the actions
suggested by a particular universal plan be
“plan.” This approach is clearly a way around
the problem. However, what Nilsson is doing
is reducing the universal plan (in his case, a
particular data structure he calls an action
net) to a representation technique for condi-
tional plans that are already known to the
agent at run time.

If one of the actions is indeed “plan,” then
the contribution made by Nilsson’s work
must be evaluated in this light. The work on
action nets is addressing a data-compaction
problem, as opposed to previously recognized
issues in planning or reasoning about action.
Nilsson needs to present sharp arguments to
the effect that first, action nets do provide
compact representations of the precompiled
plans available to an autonomous agent.
Second, this issue is important. In other
words, Nilsson must convince us (as members
of the AI community) that the agent will
have so many precompiled plans that they
need to be compacted and that addressing
this issue is as important as solving existing
planning problems, such as developing com-
putationally viable descriptions of action in a
particular domain or inverting these descrip-

. . . because
of an intuitive
sense . . . it 
is possible 
to solve 
planning
problems by
“figuring out
what to do.”
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3. Note how similar this approach is to the percep-
tual modifications allowed by Rosenschein and
Kaelbling.
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tions to construct a plan for acting when no
precompiled plan can be applied.

Unfortunately, the only result in this direc-
tion is due to Schoppers (1989). He shows
that a decision-tree description can reduce,
by some 30 percent, the amount of time
needed to find the precompiled plan assigned
to the situation in which an agent finds itself.
This savings is not that large. In addition, it
seems likely that the principal cost of decid-
ing what to do in an arbitrary situation is not
finding this situation in a table of precom-
piled plans but rather deciding what to do if
no such plan is available.

Summary
The principal point of this article is that it is
impractical for an agent to precompute its
response to every situation in which it might
find itself. I have not argued and would not
attempt to argue that it is impractical to plan
for all the reasonably likely contingencies—or
even for all the vaguely likely ones. In this
situation, one must either expect to replan if
a sufficiently unlikely or unexpected situa-
tion arises or expect the agent’s abilities to be
permanently limited by design decisions that
were made when its approximate universal
plan was constructed.
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Notes

1. An expression of the form “If p then q else r”
can be encoded by having the signal correspond-
ing to p drive the output corresponding to q and
passing this signal though an inverter before
having it drive the output corresponding to r.

2. Note that I am allowing feedback loops, but I
nevertheless assume that the circuit responds
effectively instantly to its input. This assump-
tion is reasonable because the circuit does not
contain any explicitly time-dependent elements
such as latches. 
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. . . it is impractical for an agent to 
precompute its response to every 
situation in which it might find itself.




