
■ A method for unrestricted recognition of three-di-
mensional objects was developed. By unrestricted,
we imply that the recognition will be done inde-
pendently of object position, scale, orientation,
and pose against a structured background. It does
not assume any preceding segmentation or allow a
reasonable degree of occlusion. The method uses a
hierarchy of triplet feature invariants, which are at
each level defined by a learning procedure. In the
feedback learning procedure, percepts are mapped
on system states corresponding to manipulation
parameters of the object. The method uses a learn-
ing architecture with channel information repre-
sentation. This article discusses how objects can be
represented. We propose a structure to deal with
object and contextual properties in a transparent
manner.

Recognition of objects is the most funda-
mental mechanism of vision. By object,
we mean some entity that is discernible

from other entities, which includes the every-
day notion of an object as something you can
hold in your hand; however, it goes far beyond
that. A certain object can contain parts, which,
for convenience sake, we also want to denote
as objects. Objects can consequently group to
build up entities that we assign certain proper-
ties, and for that reason, we want to give a col-
lective notion of object.

An extension of the discussion along these
lines has the consequence that nearly any-
thing can be viewed as an object—a line, a
wheel, a bicycle, a room, a house, a landscape,
and so on. This level transparency is probably
inevitable as well as practical. The segmenta-
tion of the external world varies depending on
the scale at which it is observed and what as-
pects are at the focus of attention.

Still, we have the idea that objects should be
possible to sort into categories. The difficulty
with the generation of a taxonomy is the am-
bition to obtain a conceptually manageable
and simplified structure for something that is
in reality a complex, multidimensional struc-
ture. In practice, there are for a given context,
certain aspects that are more crucial than oth-
ers, which will determine to what category we
finally assign an object.

This irreducible multidimensional charac-
teristic of objects determines how we have to
approach the issue of what is one object and
what is another: There are simply different
ways to define an object, depending on the set-
ting.

Object-Centered versus View-
Centered Representation

Over the years, there has been increasing inter-
est in research on invariants (Jacobsson and
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been used for object description: (1) object-
centered representation and (2) view-centered
representation (Granlund 1999b; Riesenhuber
and Poggio 2000a, 2000b) (figure 1).
From the real object, a number of measure-

ments or projections are generated. They can
be images of the object taken from different
angles (figure 1a). From these measurements,
we can proceed along one of two different
tracks.

One of the tracks leads to the object-cen-
tered representation that combines these mea-
surement views into some closed-form mathe-
matical object (Grimson 1990) (figure 1b).

The image appearance of an instance of a
particular orientation of the object is then ob-

Wechsler 1982; Kanatani 1987; Koenderink and
van Doorn 1975; Mundy and Lisserman 1992).
Most of the methods proposed treat invariants
as geometric properties, the rules for which
should be input into the system. Theoretical in-
vestigation of invariance mechanisms is un-
doubtedly an important task because it gives
clues to possibilities and limitations. It is not
likely, however, that more complex invariants
can be programmed into a system. The imple-
mentation of such invariance mechanisms in
systems will have to be made through learning.

An important application of invariant repre-
sentation is object description. To position our-
selves for a thorough analysis, we look at two
traditional major lines of approach that have
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Figure 1. Object-Centered and View-Centered Representation of an Object.
A. Measurements produce information about different views or aspects of an object. B. Object-centered representation: The views are used
to reconstruct a closed-form object representation. C. View-centered representation: The views are retained as entities that, linked together,
form a representation of the object.



tained using separate projection mappings.
A view-centered representation, however,

combines a set of appearances of an object,
without trying to make any closed-form repre-
sentation (Beymer and Poggio 1996; Poggio
and Edelman 1990; Ullman and Basri 1991)
(figure 1c).

Object-Centered Representation
The basic motive of the object-centered represen-
tation is to produce a representation that is as
compact and as invariant as possible. It gener-
ally produces a closed-form representation,
which can subsequently be subjected to inter-
pretation. Thus, no unnecessary information is
included about details on how the information
was derived. A central idea is that matching to
a reference should be easier because the object
description has no viewpoint-dependent prop-
erties. A particular view or appearance of the
object can be generated using appropriate pro-
jection methods.

We can view the compact invariant repre-
sentation of orientation as vectors and tensors
(Granlund and Knutsson 1995) as a simple va-
riety of object-centered representation. Over a
window of a data set, a set of filters are applied,
producing a component vector of a certain di-
mensionality. The components of the vector
tend to be correlated for phenomena of inter-
est, which means that they span a lower-di-
mensional subspace. The components can con-
sequently be mapped into some mathematical
object of a lower dimensionality to produce a
more compact and invariant representation,
that is, a vector or a tensor (Granlund and
Knutsson 1995).

A drawback of the object-centered represen-
tation is that it requires a preconceived notion
about the object to ultimately be found, its
mathematical and representational structure,
and the way in which the observed percepts
should be integrated to support the hypothesis
of the postulated object. It requires that the ex-
pected types of relations are predefined and al-
ready existing in the system and that an exter-
nal system keeps track of the development of
the system, such as the allocation of storage
and the labeling of information. Such a pre-
conceived structure is not well suited for self-
organization and learning. It requires an exter-
nal entity that can “observe labels and
structure” and take action on this observation.
It is a more classical declarative representation
rather than a procedural representation.

View-Centered Representation
In a view-centered representation, no attempt is
made to generalize the representation of the

entire object into some closed form. The differ-
ent parts are kept separate but linked together
using the states or responses, which corre-
spond to or generate the particular views. The
result is a representation that is not nearly as
compact or invariant. However, it tells what
the state of the system is associated to a partic-
ular percept state. A view-centered representa-
tion in addition has the advantage of being po-
tentially self-organizing. This property will be
shown to be crucial for the development of a
learning percept-action structure. There are in-
dications from perceptual experiments that the
view-centered representation is the one used in
biological visual systems (Riesenhuber and
Poggio 2000a, 2000b).

An important reason for the view represen-
tation is that it allows an interpretation rather
than a geometric description of an object that
we want to deal with. By interpretation, we de-
note links to actions that are related to the ob-
ject and information about how the object
transforms under the actions.

Combination of 
Representation Properties

An object-centered representation is, by de-
sign, as invariant as possible with respect to
contextual specificities. It has the stated advan-
tage of being independent of the observation
angle, distance, and so on. This independence
has, however, the consequence of cutting off
all links that it has to specific contexts or re-
sponse procedures that are related to that con-
text or view.

The generation of an invariant representa-
tion implies discarding information that is es-
sential for the system to act using the informa-
tion.

It is postulated that we can represent objects
as invariant combinations of percepts and re-
sponses, suggesting that we will start out from
the view-centered representation of objects.

The structure that results from the preceding
model will be of type frames-within-frames,
where individual transformations of separate
objects are necessary within a larger scene
frame. See figure 2 for an intuitive illustration
of this frames-within-frames as a tree. The abil-
ity to handle local transformations is absolute-
ly necessary and would not be possible with a
truly iconic view representation. It is postulat-
ed that the frames-within-frames partitioning
is isomorphic with the response map structure.
In this way, the response map “reaches” into
the frame in question to implement the per-
cept-action invariance of a particular object as-
pect.
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ject is represented as a node in this structure.
Going downward in this structure, we find
constituent parts of the object, which can be
considered objects in their own right. Going
upward, we find contextual properties, such as
adjacent objects, background, and different as-
pects of setting—spatial and temporal. A head
will be the usual context of the object eye. For
simplicity, in figure 2, we have represented the
context of an object as a single line; in reality,
such a line represents a multitude of influences
or signals.

This structure suggests a recursive property:
At every node at every level, what is seen
downward constitutes an object in a tradition-
al sense, but what is seen upward is context.

It should be emphasized that what is repre-
sented at higher levels might not correspond to
something that is termed an object in everyday
language. Rather it might be a scene or some
other complex situation. In addition, the
everyday word object cannot be used in a con-
sistent way in this discussion because it repre-
sents different things, and conceptually, we of-
ten include the context of an object in its
categorization.

For that reason, we formulate two levels of
definitions, which correspond to these two
characterizations of an object: (1) level 1
(downward) and (2) level 2 (upward).

Object-Definition Level 1
An entity is viewed as an object, which is sepa-
rate from other objects or the background if
there is an action that has a separate influence
on the particular object in relation to other ob-
jects or the background. Such an entity consti-
tutes a separate object with respect to the par-
ticular action.

An example of the preceding is that the ob-
ject in question can be moved in relation to
other objects. Another object might require a
screwdriver and a fairly complex action to
transform it into two objects.

At first, it might seem peculiar that the defi-
nition of an object should partly depend on
some action with which it is associated. There
are three important reasons for this: First, ob-
jects become associated with particular actions
possible to perform in relation to this object.
This set of actions becomes the signature of the
object in the external world. Geometrically
similar objects can be associated with very dif-
ferent sets of actions. Second, actions are clues
that can be learned by a system. Third, the
stepwise learning of such transformations is
the system’s possibility to attach to and learn
the external world to organize the action inter-
face to it.

What Constitutes an Object?
As apparent from the introduction, there is no
simple definition of what constitutes an object.
Like for most phenomena, the outcome of
such a definition is dependent on the aspects
focused on. Still, in a method for recognition
of objects, there has to be some inherent strat-
egy, which implies an operative definition for
its implementation.

Traditionally in computer vision, objects
have been characterized by geometric proper-
ties. In this article, we maintain that categories
do not represent groups of percepts or geomet-
ric features but groups of actions and the asso-
ciated contexts for these actions. These are, as
we see, only partly dependent on percepts or
geometric features.

It appears that an object is characterized
partly by properties of its own and partly by
the context in which it appears. We can intu-
itively visualize this characterization as differ-
ent levels in a multilevel tree structure (figure
2).

What we in some situation denote as an ob-
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Figure 2. Tree Structure of an Object, Its Parts and Its Context.



Thus, if the system can perform some action
that makes certain parts of the visual field be-
have differently to other parts, then the system
will consider this part as belonging to a sepa-
rate object. We see later that this mechanism is
an important property that allows learning.

Thus, in turn, another system might well get
a different division into objects. One system
might pass a shelf of books, viewing the shelf
as one object, but a more educated system
might know that it can pull out one of the
items in the shelf, which is the object book. We
must remember that a priori, the system has
not a clue for the division into separate objects,
unless it has already experienced them; the on-
ly possibility is to interact and explore.

This object definition leads to the situation
that there will be several levels of objects or ob-
ject parts, which are individually distinguish-
able but, in turn, are parts of more complex ob-
jects, forming a structure of several levels. An
action on an object, which, in turn, acts on an-
other object, will appear to the system as a sin-
gle object, although maybe a complex, com-
posite object with parts linked in ways that
might not be established fully. Again, the sys-
tem has no alternative for interpretation from
its myopic view, and it might well make mis-
takes. From human psychology, it is well
known how accidental coincidences between
events can lead to erroneous associations and
grave misunderstandings about how the world
is related and what is termed superstitious be-
havior.

Object-Definition Level 2
The other characterizing property of objects is
their context. We do not primarily deal with an
object in its isolated generality but an object at
a particular place and a particular context. This
approach is totally consistent with the view-
based representation, where we have seen that
we do not represent an object as a generaliza-
tion but as an object at a particular view. Con-
textual information has to be maintained, and
a generalization of this rule is as follows:

Objects, phenomena, and so on, are never
represented in an isolated generalization
but are attached to a background or con-
text. The context consequently is an im-
portant part of the object definition.

We can give some instances of interpretation
of this structure: Level 2: Object in a particular
context, Level 1: Object at a particular angle or
Level 2: Object at a particular position, Level 1:
Object at a particular view.

An object will be characterized by what con-
textual links are generated and how the per-
cept structure is affected by actions on the ob-

ject. Part of the context is as well higher- level
influences from what we term purpose, and so
on. We do not deal with these high- level issues
in this article. In the recognition process, influ-
ences from level 1 and level 2 properties will be
combined. Their weighting and influence will
vary from one situation to another. In certain
cases, level-1 properties might be sufficient; in
other cases, level-2 properties will be decisive,
implying that the processing structure is both
bottom up and top down. The identification of
a particular object will, in return, evoke the
context in which the object was learned, or the
state of the system at the time. We can see that
an important characterizing link of an object is
the context in which the object was first ob-
served.

The preceding discussion implies that a
proper training process is not to present a sys-
tem with a sequence of different isolated ob-
jects to be learned. Objects will, in the learning
process, be differentiated by a context, imply-
ing some variable that describes a position,
state, or response to be associated with the ob-
ject in the learning process. The reference will
in such a case be equivalent to “the object we
had in that position.” This observation state is
generally an important part of the object de-
scription, although a recognition can some-
times be done in other contexts, dependent on
the uniqueness of level-1 features. The recogni-
tion of an object in a wrong context is general-
ly a difficult problem, where even humans of-
ten fail, unless the context tells us to pay
special attention.

Object Identification
The classical model for object identification
consists of two steps (figure 3): (1) segmenta-
tion of the object from the background and (2)
recognition of the segmented object.

This approach assumes that it is possible to
determine what pixels belong to a particular
object, although the object is not known. In
most cases of interest, this assumption is unre-
alistic. The approach might work in exception-
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Weiss and Ray (2001); and Yuan and Niemann
(2001).

A major problem has been to get sufficient
descriptive power from the primitives used to
potentially deal with a large number of objects
in several views. This problem is what the pro-
posed multilevel structure of primitives is in-
tended to resolve.

Because object identification is an inverse
problem, it is necessary that a hypothesis of
structure or model is first made. Measurements
performed on the actual data are then com-
pared to the reference data belonging to the
hypothesized model.

No change implies a two-step process (figure
4): (1) postulating a certain model and (2) per-
forming measurements and comparing these
with a reference under the assumption of the
particular model.

We can observe the isomorphy between fig-
ures 3 and 4. The second block is identical be-
tween the two structures. The major difference
is in the first block of the structures. In the clas-
sical version according to figure 3, the ambi-
tion is to hypothesize a model consisting of the
entire object. As stated earlier, this strategy is
not realistic.

Rather, it is necessary to devise a structure
that can recognize potentially useful model
fragments, which can be combined to build up
increasingly complex models, representing the
object in question. We can view the structure
in figure 3 as fragmented into a number of
structures according to figure 4.

The main issue is how to select hypothetical
models that are descriptive; models that can
deal with a structure of a high complexity and
can be handled in an efficient computational
manner.

To use learning for the acquisition of models
of sufficiently complex objects, a new structure
was developed using a hierarchy of partially in-
variant triplet primitives, describing an object
in a fragmented, view-centered fashion (Gran-
lund 1999b). This structure can be used to as-
sign objects to a class, but it is believed that the
important issue is to establish a relation be-
tween perceptual clues and states of the object
and the observing system (Granlund 1999a),
according to table 1. These relations can then
be viewed as system states to be estimated at
run time, given a set of percepts.

Characteristics of 
Model Structure

For a long time, it has been believed in vision re-
search that a robotics system should have a
structure as shown in figure 5. The first part

ally simple cases, where there are globally dis-
tinguishable features, such as a distinctive col-
or or density of an entire object, which makes
it stand out from the background. Objects gen-
erally do not consist of homogeneous regions
or globally distinctive features, rather they
might appear toward a structured background
of a similar character or mixed with other sim-
ilar objects.

This condition illustrates well the funda-
mental inverse problem of vision: It is not pos-
sible to directly find the class membership (ob-
ject category) for a particular pixel (feature). As
a consequence, it is not possible to find with
any confidence the pixels that belong to an ob-
ject before the object has been recognized. It is
necessary to somehow perform a segmentation
and a recognition in the same process.

The case considered here is the recognition
of a three-dimensional (3D) object given a 2D
projection, such as a camera image, which
gives a large variation in the appearances of
just a single object. Various approaches to this
problem have been explored by Besl and Jain
(1985); Lowe (2001, 1999); Mamic and Ben-
namoun (2002); Matas, Burianek, and Kittler
(2000); Murase and Nayar (1995); Mikolajczyk
and Schmid (2001); Pulli and Shapiro (1996);
Schiele and Pentland (1999); Schmid and Mohr
(1997); Schmid, Mohr, and Bauckhage (2000);
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Figure 4. Two-Step Model for Object Identification.

Table 1. Parameters of Variation.

Var Object Characterization

ω Object class

x Horizontal position of object

y Vertical position of object

φ Horizontal pose angle of object

θ Vertical pose angle of object

ψ Orientation of object in image plane

s Scale or size of object



should use the incoming percepts of types
edges, lines, and color to generate a description.
Such a description has typically been in geomet-
ric terms and often had similarities to a comput-
er-aided–design (CAD) representation. The goal
has typically been that the model should de-
scribe the object as accurately as possible.

Given this description of the image, objects
will be recognized and assigned to the proper
categories, together with information about
position and other relevant parameters. A sec-
ond unit would then use this information to
produce actions in the physical world, for ex-
ample, to implement a robot.

This structure has not worked out very well
for several reasons, which we deal with in sub-
sequent sections. In brief, it is because the
jump between the abstract description and the
action implementation is too large. A large
number of important contextual qualifiers nec-
essary for precise action have been lost in the
abstraction process for description. It turns out
that it is necessary to break up the big jump be-
tween percepts and action into a sequence of
small steps, where percepts and functions are
step by step related to states in the external
world. We see that this stepwise relation to the
external world is, in addition, allowing learn-
ing or self-organization (Granlund 1999a,
1999b).

The result is that the order between the
parts in figure 5 should in fact be the opposite
(figure 6).

The first part of the system is a reactive per-
cept-to-action mapper. After this mapper fol-

lows—if necessary for the application—a part
that performs a symbolic processing for catego-
rization, reasoning, and communication.

The distinctive characteristic of such a struc-
ture is that percepts are mapped directly onto
system states or actions rather than descrip-
tions. The reason is that this strategy allows the
system to learn step by step how objects and
other aspects of the environment relate to the
system’s own actions. This mapping between
actions and percepts is used to subsequently in-
voke appropriate actions as the corresponding
percepts reappear. In contrast, descriptions, of
which assignment to category is one example,
are generated in the symbolic part of the struc-
ture for communication to other systems or for
use in symbolic reasoning.

An important issue is that learning of an ob-
ject is not just to identify its category but to be
able to identify its position, pose, and orienta-
tion to learn what action complexes it can be
linked to for manipulation. This linkage is
what understanding of an object implies.

For a useful, extendable model structure, we
propose a number of characteristics: First, mod-
els should be fragmentable, such that a certain
model can be part of a more complex or higher-
order model. A relative simplicity of individual
models is required to allow a fast optimization
in learning. Second, learning of models should
proceed from lower levels to higher levels.
Third, acquired lower-level models should be
usable as parts of several different higher-order
models. Fourth, a particular model is only ac-
quired once, and its first occurrence is used as
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Figure 6. Perception-Action Robotics Model.



ture is done by substituting an input to a mod-
el by the output from a better model. We do
not deal with this issue here because it is large-
ly unexplored for technical systems. The corre-
spondence in biological systems is that neural
structures continually sense input and output,
and as such, a unit finds that it gives a better
(more consistent) mapping of a phenomenon
that it takes over.

The third item is necessary for a learning
process to be cumulative, and the system
should be able to use earlier acquired knowl-
edge. Otherwise, the learning of a new object
would require the learning of all its constituent
primitive models anew, even those that it en-
countered earlier.

Triplet Models
The basic model, or primitive chosen, consists
of a set of three point features, fk, at positions
pk, joined to form a triplet (figure 7).

Point features are vectors, representing
sparse, localized properties of an image such as
corners, curvature, centers of homogeneous re-
gions, mid-points of lines, and so on.

A point feature, fk, can also represent an en-
tire lower-level triplet attached, whereby mul-
tilevel triplets are formed (figure 8).

There are many ways in which a number of
points can be brought into groups. The num-
ber of points should be low to limit the com-
plexity of the models to allow optimization in
learning, and the second and third items come
to mind. We have in parallel developed a struc-
ture combining two points, or duplets, and a
similar discussion can be made around that
case.

The triplet structure can be viewed as a pla-
nar patch in a multidimensional space, joining
the three feature points. It has some attractive
properties of invariance at the same time as it
ensures a certain descriptive power and degree
of uniqueness. A triplet can be characterized in
a number of equivalent fashions (Isaksson
2002). The components used are as illustrated
in figure 7: First, it allows a unique ordering of
the feature points, which is implemented such
that the triplet is “right oriented,” that is, the
angle α < π, as defined in figure 7. Second, the
distance between the two feature points not
connected by the triplet must be shorter than
the two other distances between feature points
(figure 7). The triplet structure allows us to de-
fine a scale invariant structure parameter

Third, the triplet can be brought into a normal
orientation by aligning leg L1 to make � = 0

(figures 7a and 7b).

γ = −
+

L L
L L

1 2

1 2

.

the representation of that model. Fifth, a cer-
tain model can be substituted by a better model
at the interface to a higher-level model.

Because of this recursive character of mod-
els, we simply denote them all as models, be it
parts or combinations. At the lowest level, a
model can imply the output from a feature de-
tector.

We can see that the development of models
can progress both upward (second item) and
downward (fifth item). If a totally “clean slate”
system experiences the external world, some of
its exploratory actions will ultimately correlate
sufficiently consistently with some set of per-
cepts to form a model (moving the arm in
front of the eyes). This model and others ac-
quired can then provide parts for models to
deal with more complex actions in relation to
more complex perceptual structures.

The downward buildup of the model struc-

Articles

58 AI MAGAZINE

f3
f1

f3

f1

f2f2

P2

P3

P1
L1

L2

A B

Figure 7. Triplet with Parameters Indicated.
A. Triplet in arbitrary orientation. B. Triplet rotated to normalized orientation.

Figure 8. Two Levels of Triplets, with Relational Parameters Indicated.



The preceding properties make the following
parameter variations trivial: (1) orientation in
the image plane, (2) scale, and (3) object posi-
tion in x and y. This fact reduces the dimen-
sionality of the total system, such that the vari-
ations in these parameters can be handled
without extending the training space. This in-
dependence effectively implies an invariance
of the primitives with respect to these parame-
ters.

To decrease the combinatorial complexity
and improve the robustness, additional restric-
tions, grouping rules, and criteria for accep-
tance of triplets have been devised. Only three
are mentioned here: (1) spatial grouping range,
(2) object closure criteria, and (3) symmetry.

Spatial grouping range: We expect primi-
tives to increase in spatial size going toward
higher levels. Two point feature vectors f1, f2
with positions p1, p2 can be connected as a part
of a triplet if mind < |p1 – p2| < maxd, where
mind, maxd are the minimal and maximal al-
lowed distance thresholds between the fea-
tures, respectively. Mechanisms for adaptive
generation of these thresholds are not trivial
but outside the scope of this presentation.

Object closure criteria: Tests for homogene-
ity, such as similar density or color inside the
triplets, indicate parts of a common object or
region. Tests for texture or conflicting struc-
tures can reject the hypothesis of primitive or
constitute an additional descriptive feature.

Symmetry: Symmetric structures, such as
parallel lines or similar regions, are grouped.

Channel Information 
Representation

Information representation is an important is-
sue in general but more so if learning is to be
used.

The information representation used for all
parameters is a monopolar channel representa-
tion (Granlund 2000). The channel representa-
tion implies a mapping of signals into a higher-
dimensional space, in such a way that it
introduces locality in the information repre-
sentation with respect to all dimensions, geo-
metric space as well as property space.

Examples of suitable kernels for channel rep-
resentations include Gaussians, B-splines (Fels-
berg, Forssen, and Scharr 2004), cos2, and other
localized windowing functions with a shape
similar to the kernels in figure 9.

In this article, channel properties are exem-
plified using the cos2 family of kernel func-
tions. The output from channel k representing
scalar x is

(1)

Variable k is the kernel center, ω is the kernel
width, and d(x, d) is a distance function. For vari-
ables in linear spaces, the Euclidean distance is
used:

d(x, k) = |x – k| (2)

The total interval of a signal x can be seen as
cut into a number of local but partially over-
lapping intervals, d(x, k) ≤ π⁄2ω.

For periodic spaces with period K, a modular
Euclidean distance is used1

dK(x,k) = min(mod(x – k, K), mod(k – x, K)) (3)

Representation of an angle is a typical example
of a variable in a periodic space.

To simplify the notation, we defined the
numbers k as consecutive integers, directly cor-
responding to the indexes of consecutive ker-
nel functions. We are obviously free to scale
and translate the actual signal value in any de-
sired way before we apply the set of kernel
functions. For example, a signal value ξ can be
scaled and translated in the desired way

x = scale � (ξ – translation) (4)

to fit the interval spanned by the set of kernel
functions {xk(x)}1

K. Nonlinear mappings x = f(ξ)
are, of course, also possible, but they should be
monotonous for the representation to be un-
ambiguous.

The channel representation allows a space
variant processing, implying the use and the
generation of different models for different
parts of the input feature space. The represen-
tation also allows the implementation and
learning of nonlinear models using linear map-
pings. In addition, it allows the representation
of multiple values of a variable. The simultane-
ous representation of two values of a 1D scalar
variable appears in figure 9.

The channel representation represents a
variable as the relation between the nonzero
channel values. No change provides for a noise
immunity and a possibility to make confidence
statements.

It is possible to define channels in 2D and in
multiple dimensions by making extensions to
equation 1. A 2D version of this representation
is directly available from wavelets or filter out-
put. For a more extensive discussion, see
Granlund (2000).

The monopolar property implies that data
only utilize one polarity, for example, only
positive values in addition to zero. This prop-
erty allows zero to represent not just another
value, such as temperature zero as opposed to
other values of the temperature, but to repre-
sent no information. In our case with local

x    if   

               otherwise.

k x d x k d x k( ) = ( )( ) ( ) ≤





cos , ,2

2
0

ω ω π
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a = f1 ⊗ f2 ⊗ f3 ⊗ α ⊗ γ (5)
We denote a a triplet vector. Feature vectors fk,

as well as the other parameters, can typically
each be represented by 8 to 12 channels. For a
case where hf = hα = hγ = 8, for a, we obtain ha
= (hf)

3 hα hγ = 85 = 32768 channels or compo-
nents. This number might seem large, but the
sparse character of the representation makes
computations fast because the number of
nonzero components is maximally 35 = 243 for
a channel distance of π /3, or 25 = 32 for a chan-
nel distance of π /2.

Mapping to Dynamic Binding
Variables in the Form 

of System States
As stated in the introductory discussion, a
mapping is desired of the purely geometric and
feature-related entities into variables that cor-
respond to states of the object. These variables
fulfill two requirements: First, they change as a
consequence of manipulation of the object,
which is essential to separate the object from
its background, and second, they can be ex-
pected to be shared with, or at least coupled to,
other primitives at the same level, or at a differ-
ent level.

If primitives are part of the same object, they
will be subjected to transformations that might
not be identical but coupled. This allows us to
build up more complex models of connected
primitives. This is a variety of the classical
binding problem (Fodor and Pylyshyn 1988).
The change of state, which is common to sev-

point features, only limited parts of the spatial
domain will have nonzero contributions. No
change provides the basis for a sparse represen-
tation, which gives improved efficiency in stor-
age and better performance in processing.

The locality of the channel representation
allows for a fast convergence in the learning
process to solve for the linkage matrixes
(Granlund 2000).

First-Level Triplets
The first-level triplet provides the interface be-
tween the feature set used and the triplet struc-
ture. The image features used in the subse-
quent example are curvature features
(Granlund and Knutsson 1995; Johansson and
Granlund 2000), but any local interest points
or sparse features representable in a single vec-
tor can be used (figure 10). Curvature is origi-
nally represented by a complex number, where
the argument gives the direction to the center
of curvature. The angle between this complex
number and the triplets first leg L1 (performing
orientation normalization) is channel coded to
give a feature vector fk (figure 7).

fk: Point feature vectors, k = 1,2,3, each one
coded with hf channels

α: Angle between triplet legs 1 and 2, coded
with hα channels

γ: Relative length of triplet legs, ,

coded with hγ channels.
A triplet is represented by the Kronecker

product, a, between the preceding compo-
nents:

γ = −
+

L L
L L

1 2

1 2
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eral models, can be viewed as a dynamic bind-
ing variable.

Object states that might be suitable as dy-
namic binding variables can be found in table
1. Suitable choices are all or a subset of a state
vector u:

(6)

where ch stands for channel coding of the
scalar variables. Vector components u� and uL1
can be viewed as local varieties of ψ and s.

We can view the triplet vector a as a function
f of the total system state vector u:

a = f(u) (7)

We assume that the system state, u, can be ex-
pressed as a linear mapping:

u = Ca (8)

u

u

u

u

u

=
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ϕ

φ
θ
ϕ

L

ch

L
1 1

 

where C is a linkage or mapping matrix to be
determined. In a training procedure, observa-
tion pairs {a(n), u(n)}, for a total of N samples,
constitute matrixes A and U. Matrix C is the so-
lution of

U = CA (9)

The linkage matrix C contains hundreds or
thousands of different models, each one valid
within some subspace of the vector space of A
mapping onto some subspace of the vector
space of U. The localized channel representa-
tion allows the implementation of nonlinear
models using a linear mapping. The effect of
the fragmentation into the channel representa-
tion is to generate separable subspaces for the
original, scalar variables. In addition, this rep-
resentation leads to a fast optimization.

The details of this solution procedure are
omitted in this presentation, but additional de-
tails are given in Granlund (2000).
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In reality, there is noise, which might be
from minor variations in measurements to an
erroneous hypothesis about a model. To reduce
this noise, a consistency check between the
three statements is made, and confidence mea-
sures can be derived from the similarity of
statements:

(16)

This procedure can be seen as the generic
procedure for higher-level triplets where the
use of consistency checking reduces the com-
plexity in the mapping from each feature vec-
tor. For first-level triplets, the feature complex-
ity is generally lower, which allows the
mapping described earlier.

Removal of Multiple Models
A model constitutes a subset of the linkage ma-
trix C, which maps a subset of vectors a(n) on-
to a corresponding subset of state vectors u(n),
such that for each sample n1, there exists at
least another sample n2, such that

(17)

and

(18)

Subsets of samples that fulfill this continuity
requirement and form a group of connected
samples form patches in both spaces with a
continuous mapping. The sparse and localized
representation allows a linkage matrix C to
contain thousands of different models that are
each continuous but form discrete patches in
both spaces.

Every model in the set must be unambigu-
ous in that it maps only onto a single state u
for a given input a. However, different input, a,
might map onto the same state u. This can be
resolved by removing a later appearing feature
vector a(n2) and state vector u(n2) from the
training set, where inequality 17 is satisfied but
not inequality 18.

The preceding procedure allows us to use
lower-level models in the assembly of higher-
level models for entirely different objects than
where the low-level model was derived. Thus,
the output state from the low-level model will
no longer be equivalent to the actual state of
the new object. Because a new remapping is
used when the low-level triplet is used in a new
higher-level triplet, this confusion is no prob-
lem. In this case, the intermediary triplet-out-
put variables will have nothing to do with the

u u

u u

n n

n n
uc

2 1

2 1
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Higher-Level Triplets
The generic structure assumes a higher-level
triplet, which has lower-level triplets attached
at its nodes, each one described by the vector
fk. Specifically in the higher-level triplets, the
feature vectors fκ

k are constructed by combining
the following channel-coded features:

where κ is the level of the triplet, υκ is the rela-
tive orientation between the level κ triplet and
level κ–1 triplet, and 

(figure 8). Currently, the combination is done
in the following way

(10)

but there are other possibilities given the com-
putational complexity accepted.

Feature vectors, fk, might contain certain
components, which are orientation dependent
and will likewise be subjected to the orienta-
tion normalization of the triplet.

Mapping for 
Higher-Level Triplets

In this case, a triplet vector is generated that is
separate for each one of the three nodes:

(11)

A training process generates one linkage matrix
Ck for each one of the nodes:

U = Ck Ak k = 1, 2, 3 (12)

In the recognition phase, estimates can be
computed for the state variables:

(13)

Thus, a feature vector fk is interpreted under
the contextual restriction or modification α ⊗
γ. Given that we deal with measurements on
the same object, there are parameters that
should be estimated to the same value, for ex-
ample, the pose angles φ and θ.

In an ideal case, such state estimates should
all be equal because they represent different
measurements of the same property on the
same object:

(14)
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actual output parameters in the current train-
ing but act as a state and object identity in a
“local language” that is retransformed in the
training to the next-level triplet. This retrans-
formation is facilitated because of the use of
the channel representation.

Responses
Fundamental to the strategy is that several of
the hypothetical models might be erroneous,
but there should be a sufficient number of se-
lected hypothetical models that are correct.
The way they know that they are correct is that
they are saying the same thing; that is, output
must cluster.

The number of responses obtained from an
object depends on the density of appropriate
features and the restriction criteria applied.
The strategy is to select the criteria to permit a
sufficient number of responses that can cluster
to robust estimates of rotation and scale.

Clustering of the responses pose-x (φ̂ (n))
and pose-y (θ̂ (n)). If a known object is present,
there should be a cluster of estimates around
the object’s pose-x and pose-y angles. A confi-
dence measure is computed, dependent on the
spread of the cluster. Each cluster with a confi-
dence above some threshold indicates an ob-
ject with the pose angles given by the cluster
position. The position(s) of the object(s) is
then estimated by making the same clustering
on the positions of the triplets that give the re-
sponses in the clusters. This clustering gives
the ability to find several objects with the same
pose angles in the same image.

If a certain multilevel triplet gives a state-
ment that is consistent with that of most oth-
er triplets (near the center of the cluster), we
believe that it belongs to the object under ex-
amination. This triplet can then be used to
make other statements about the object, such
as its class, its orientation, or its scale. Thus,
the triplet is trained to map onto these vari-
ables.

Clustering of the responses orientation �̂
(n) and length L̂1. The clustering of the orien-
tation and length responses are made separate-
ly and only on the responses from highest-or-
der triplets remaining after the global
clustering of pose-x and pose-y. The orienta-
tion estimates of the object are obtained by
first calculating the difference between the ori-
entation responses and the corresponding ori-
entations of the triplets in the image �(n).

(19)

To get a unique angle, modulo 2π of ψ̂(n) is
calculated. This angle gives the orientation of
the triplet compared to the orientation of the

ˆ ˆψ ϕ ϕn n n( ) = ( ) − ( )

Articles

SUMMER 2004    63

Figure 11. Object Training Setup: θ and φ Are the Two Pose Angles.
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Figure 12. Example of Triplets Found in a Certain Pose.
The lines are the first-level triplets, the small circles indicate the accepted triplets,
and the large circle is the estimated position of the object. The cluster for the es-
timated pose parameters is given in the lower part of the figure.



tion, rotation, and scale, it is only necessary to
train for different pose angles (θ,φ) (figure 11).
The pose angles are varied with 5-degree incre-
ments between 50 and 90 degrees for θ and be-
tween 0 and 180 degrees for φ, which gives 333
images. With about 20 first-level triplets in each
image, we get 5781 first-level triplets and
27,750 second-level triplet structures.

The evaluation images are generated to be
different from the training set, with 2.5 degrees
added to the earlier pose angles. One of the
evaluation images and the obtained pose esti-
mates are shown in figure 12. The orientation
estimates and the scale estimates are shown in
figure 13. One can see that the estimates of the
pose angles and the orientation are quite sta-
ble, but the scale estimates are more noisy. The
estimates are then clustered to give the pose,
orientation, and scale of the object. The result-
ing estimation errors for this image are 0.1 de-
grees, 0.4 degrees, 4.0 degrees, and 2.5 percent
for pose-x, pose-y, orientation, and scale, re-
spectively. The average estimation errors for
these estimates for the evaluation images are
given in table 2.

Because the curvature features are not totally
scale invariant, we will not get estimates that
are as good if we scale the object. Figure 14
shows the car rotated 60 degrees and scaled 20
percent. The image size is kept constant when
the object is scaled, so occlusion will occur and
affect the estimates as well. Figure 15 shows the
orientation and scale estimates. The estimation
errors for this image are 1.4 degrees, –2.3 de-
grees, 8.5 degrees, and –2.4 percent for pose-x,
pose-y, orientation, and scale, respectively. The
average estimation errors for the object rotated

triplet during the training and should conse-
quently be the same for all responses obtained
from an unknown object. The position of the
cluster formed from all samples gives the orien-
tation.

The scale is estimated in a similar way by di-
viding the derived estimate for L̂1 of the origi-
nal triplet at training by the actual length of
the current triplet L1

(20)

ŝ(n) is channel coded, and the scale estimate
is obtained with a least squares fit for the esti-
mates close to the cluster

(21)

Experiments
The recognition structure has been trained on
computer-generated images of a car. Because
the triplet representation is invariant to transla-
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Estimate Average Error
pose-x 1.3°
pose-y 1.2°
Orientation 4.4°
Scale 4.2%

Table 2. Average Error for Evaluation Images.

Estimate Average Error
pose-x 1.3°
pose-y 1.2°
Orientation 4.4°
Scale 4.2%

Table 3. Average Error for Evaluation Images
Scaled 10 Percent and Rotated 60 Degrees.
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Figure 13. Estimates of the Orientation and Scale 
for Accepted Triplets in Figure 12.



60 degrees and scaled 10 percent are shown in
table 3.

In figure 16, two car objects were inserted in
a natural, structured background. In addition,
the illumination has been changed, and partial
occlusion between the objects occurs. One can
see that the background has little influence on
the results. The obtained estimation errors for
the right car are –0.9 degrees, 1.5 degrees, 8.6
degrees, and 1.1 percent and for the left car
–0.6 degrees, 0.8 degrees, 0.1 degrees, and 5.5
percent for the pose-x, pose-y, orientation, and
scale, respectively.

Recognition of Object Class
In this article, there has not been much discus-
sion about mapping into object classes. Given
the fact that we obtain sets of triplets that con-
sistently point out a certain state, these same
triplets can be used to map into an object class.

An object belonging to a different class is un-
likely to activate the same set of triplets and,
furthermore, obtains consistent statements of
state from all triplets.

The crucial mechanism is the use of the dy-
namic binding parameters to establish if cor-
rect hypothetical models for different levels
have been selected. If they have been selected,
we can use the same triplet models to map on-
to a suitable class membership variable.

Although the recognition of multiple objects
is not trivial, in that it requires a larger data set
with increased risk for confusion, we believe
that the crucial mechanisms are those dis-
cussed in more detail in this article. What gives
us a benefit with this approach is that lower-
level models acquired earlier can be used in the
recognition of other objects, which means that
learning of objects can be made in an incre-
mental, cumulative fashion. Thus, the com-
plexity of data is expected to expand at a rate
less than linear with respect to the number of
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Figure 14. Example of Recognition of Pose for a Rotated, 
Partially Occluded Object at a Scale Different from Training.

The lines are the first-level triplets, the small circles indicate the ac-
cepted triplets, and the large circle is the estimated position of the
object.

Figure 15. Estimates of the Orientation and Scale 
for the Accepted Triplets of the Object in Figure 14.



objects. How much less it expands is an issue
for further research.
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