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inception of Al that abstractions,

problem reformulations, and ap-
proximations (AR&A) are central to
human commonsense reasoning and
problem solving and the ability of
systems to reason effectively in com-
plex domains. AR&A techniques
have been used to solve a variety of
tasks, including automatic program-
ming, constraint satisfaction, design,
diagnosis, machine learning, search,
planning, reasoning, game playing,
scheduling, and theorem proving.
The primary purpose of AR&A tech-
niques in such settings is to over-
come computational intractability. In
addition, AR&A techniques are useful
for accelerating learning and summa-
rizing sets of solutions.

The Fifth Symposium on Abstrac-
tion, Reformulation, and Approxima-
tion (SARA-2002) was held from 2 to
4 August 2002, directly after the
Eighteenth National Conference on
Artificial Intelligence (AAAI-2002). It
was chaired by Sven Koenig from the
Georgia Institute of Technology and
Robert Holte from the University of
Alberta (Canada) and held at Ka-
nanaskis Mountain Lodge, Kananask-
is Village, Alberta (Canada) between
Calgary and Banff in the Rocky
Mountains. Its international program
committee consisted of 28 estab-
lished researchers in AR&A, and its
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from 2 to 4 August 2002 in Kananaskis,
Alberta, Canada. This interdisciplinary
conference brought together re-
searchers from around the world to
present recent progress on, and ex-
change ideas about, how abstraction,
reformulation, and approximation
techniques can be used in areas such as
automatic programming, constraint
satisfaction, design, diagnosis, machine
learning, search, planning, reasoning,
game playing, scheduling, and theo-
rem proving.

proceedings have been published in
the Lecture Notes in Artificial Intelli-
gence series.

The SARA series is the continua-
tion of two separate workshop
threads: AAAI workshops in 1990
and 1992 and an ad hoc series begin-
ning with the Knowledge Compila-
tion Workshop in 1986 and the
Change of Representation and In-
ductive Bias Workshop in 1988, with
follow-up workshops in 1990 and
1992. The two workshop series
merged in 1994 to form the first
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SARA. Subsequent SARAs were held
in 1995, 1998, and 2000.

SARA’s aim is to provide a forum
for intensive interaction among re-
searchers in all areas of Al with an in-
terest in the different aspects of
AR&A techniques. The diverse back-
grounds of its participants lead to a
rich and lively exchange of ideas and
a transfer of techniques and experi-
ence between researchers who might
otherwise not be aware of each oth-
er’s work. SARA-2002 was the most
successful SARA yet. The three-day
program featured 15 paper presenta-
tions and a lively poster program
with both reviewed and late-breaking
posters. Fifty-one researchers attend-
ed from countries around the globe,
and 20 of the attendees were Ph.D.
students.

SARA has a tradition of inviting
distinguished researchers from di-
verse areas to give technical keynote
talks of a survey nature. SARA-2002
had two keynote speakers from estab-
lished SARA areas: Sridhar Mahade-
van from the University of Mas-
sachusetts at Amherst spoke about
abstraction and reinforcement learn-
ing (Spatiotemporal Abstraction of
Stochastic Sequential Processes) and
Derek Long from Durham University
about reformulation in planning.
SARA-2002 also had a keynote speak-
er from an area that had not been
strongly represented at previous
SARAs: Robert Kurshan from Cadence
Design Systems surveyed the use of
abstraction in model checking.

On the lighter side, SARA-2002 fea-
tured the first SARA badge contest,
where the SARA participants had to
create badges that communicated
their name and research topic. The
resulting badges can be found on the
SARA-2002 web page.! A variety of
other material about SARA-2002 can
be found there as well, such as a list
of participants together with the ti-
tles of their presentations and, where
available, links to their slides.
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the attending graduate students.
NASA Ames Research Center funded
two of the invited speakers. Finally,
the Pacific Institute for the Mathe-
matical Sciences, the University of Al-
berta, and the Georgia Institute of
Technology provided financial sup-
port or other assistance that greatly
enhanced the richness of the SARA
experience.

The next SARA is tentatively
planned to colocate with the Interna-
tional Joint Conference on Artificial
Intelligence in Scotland in 2005 and
will be run by Jean-Daniel Zucker of
the Université Paris VI (Pierre and
Marie Curie) in Paris.

Note
1. www.cs.ualberta.ca/~holte/SARA2002/.
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