
Society has become more depen-
dent on automated intelligent
systems; at the same time, these

systems have become more and more
complicated. Society’s expectation re-
garding the capabilities and intelli-
gence of such systems has also grown.
We have become a more complicated
society with more complicated prob-
lems. As the expectation of intelligent
systems rises, we discover many more
applications for AI. Additionally, as
the difficulty level and computational
requirements of such problems rise,
there is a need to distribute the prob-
lem solving. Although the field of
multiagent systems and distributed AI
is relatively young, the importance
and applicability of this technology
for solving today’s problems continues
to grow. 

As the title indicates, Multiagent Sys-
tems: A Modern Approach to Distributed
Artificial Intelligence covers the design
and development of multiagent and
distributed AI systems. The purpose of
this book is to provide a comprehen-
sive overview of the field. It is an excel-
lent collection of closely related papers
that provides a wonderful intro-
duction to multiagent systems and dis-
tributed AI. The book provides not on-
ly basic introductory information but
also detailed discussions covering the
important topics in the field, practical
examples and applications, and a sec-
tion dedicated to the relationship be-
tween multiagent systems and various
other research areas. This book com-
piles the important concepts and
methodologies required to develop a

multiagent system in an understand-
able, and comprehensive, manner. Not
only does the book focus on the
known solutions and issues, it also dis-
cusses the open questions and dilem-
mas.

The prologue begins by defining
distributed AI as “the study, construc-

tion, and application of Multiagent
Systems, that is, systems in which sev-
eral interacting, intelligent agents pur-
sue some set of goals or perform some
set of tasks” (p. 1).1 The collection of
papers that compose this book fully
supports this definition. 

The design of a system that uses a
single agent implies certain require-
ments, such as the agent’s ability to
perceive the environment and main-
tain knowledge about it, reason about
said environment, and execute partic-
ular actions to solve tasks. The design
of a single-agent system, although not

simple, is considerably less complicat-
ed than that of a multiagent system.
Multiagent systems require additional
considerations, for example, commu-
nication mechanisms, environmental
and world knowledge maintenance as
well as communication, and societal
issues such as which agent is assigned
to a particular task. These additional
requirements ensure that the design of
a multiagent system is much more
complex than that of a single-agent
system. Many of these considerations
are not new. Societal issues and those
of distributed communication proto-
cols have existed for years. Each of
these topics has been studied in other
domains, such as operating systems,
networking, and urban development.

Although the multiagent system is
significantly more complex, the use-
fulness of such a system is larger than
that for a single agent. In fact, many of
the problems that need to be solved in
developing multiagent systems must
also be solved for domains such as
multiple robotic systems, automated
distributed transportation systems,
aviation situations such as free flight,
and even satellite business offices.
Multiple robotic systems in some cases
can be thought of as a multiagent sys-
tem. Developments in multiagent sys-
tems can be applied to situations in
which boat, air, truck, and rail trans-
portation are all utilized to transport
goods from one location to another. In
the aviation domain, and particularly
free flight, similar communication is-
sues exist concerning what informa-
tion to communicate, when to com-
municate, and how to resolve
conflicts. Finally, a business with a
number of satellite offices throughout
the country or world faces similar is-
sues in communications, task alloca-
tion, and collaboration. 

Multiagent Systems: A Modern Ap-
proach to Distributed Artificial Intelli-
gence presents the required individual
components of the multiagent system
and explains the importance of each
topic. The structure of the book makes
it useful for practitioners from AI and
general computer science as well as
other areas such as aviation, trans-
portation, and business. The book pre-
sents the basics of all the components
required to build a multiagent system.
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The topics range from the definition
of an intelligent agent to distributed
problem solving, search algorithms,
decision making, learning, and com-
munications. This book is not an indi-
vidual practitioner’s approach to the
problem but an introduction to the
topic, covering known solutions. 

Multiagent Systems begins by pro-
viding the necessary background to
embark on a more in-depth study of
distributed AI. The reader is first pro-
vided a well-written introduction re-
garding the design and implementa-
tion of intelligent agents. 

An important element of this dis-
cussion is Michael Wooldridge’s state-
ment that “there is no universally ac-
cepted definition of the term agent,
and indeed there is a good deal of on-
going debate and controversy on this
very subject” (p. 28). There are, in fact,
many interpretations of the term
agent. Maes (1995) defines an au-
tonomous agent to be a computation-
al system that inhabits some complex
dynamic environment, is able to sense
and act autonomously in the environ-
ment, and is able to obtain a series of
goals or tasks. Russell and Norvig
(1995) define an agent as “anything
that can be viewed as perceiving its en-
vironment through sensors and acting
upon that environment through effec-
tors” (p. 33). Hayes-Roth (1995) de-
fines intelligent agents as entities that
continuously perceive a dynamic envi-
ronment, reason about and interpret
their perceptions, solve problems, and
determine actions. 

Wooldridge defines an agent as “a
computer system that is situated in
some environment, and that is capa-
ble of autonomous action in this envi-
ronment in order to meet its designed
objectives” (p. 29). He further defines
an intelligent agent to be “capable of
flexible autonomous action in order to
meet its design objectives” (p. 32).
Flexible is interpreted to imply that the
agents are reactive to their environ-
ment, are able to “exhibit goal-direct-
ed behavior,” and are able to interact
with other agents. 

The first chapter ends by providing
the reader with various intelligent
agent architectures, including reac-
tive, logic based, belief-desire-inten-
tion, and layered. Each architecture

description includes a well-written
definition as well as the pros and cons. 

Once one understands intelligent
agents, it is natural to consider many
agents working together. Clearly, a
single agent works within an environ-
ment, but the question becomes,
How does this environment and the
tasks change when there are multiple
agents? If there are a large number of
agents in the system, does this collec-
tion of agents form a society? Such
questions are important in distribut-
ed AI and should be addressed early
when discussing this topic. The dis-
cussion of multiagent systems and so-
cieties of agents addresses these ques-
tions by familiarizing the reader with
a comprehensive compilation of mul-
tiagent environment characteristics.
The discussion then shifts to agent
communications, covering the topics
of coordination, message meaning,
message types, level of communica-
tion, and communication formats.
All these topics are important intro-
ductory concepts. Huhns and Ste-
phens also provide an overview of
agent interaction protocols that in-
cludes coordination protocols, coop-
eration protocols, contract net, black-
board systems, negotiation, and
belief maintenance. Their chapter
provides the motivation for the re-
maining chapters with a discussion of
the need for multiagent systems. 

In general, this introductory materi-
al provides the necessary background,
and it prepares readers for the remain-
der of the book and their continued
study of the topic. The presentation of
this information is such that even a
student new to the subject should be
able to understand the basic concepts.
The book continues with a concentra-
tion on the various problem domains
within distributed multiagent systems. 

The first of the more specific topics
is distributed problem solving and
planning. Distributed problem solving
is a fundamental topic in a discussion
of multiagent systems. The point of
the system is to solve a problem using
multiple agents that are distributed
throughout the environment. Plan-
ning is also a fundamental topic: Im-
portant not only in a single-agent sys-
tem, it becomes even more so in a
multiagent system. The agents’ capa-

bilities, current availability, and inten-
tions must be considered when multi-
ple agents are meant to solve a pro-
blem. If agent 1 is currently busy
completing a task, then this same
agent cannot necessarily be available
to assist agent 2 with a new task. Dur-
fee begins his coverage of this topic
with a discussion that attempts to
solve a problem in a distributed sys-
tem. The discussion entails task and
result sharing between agents. One of
the primary concerns is the relation-
ship between communications and
load sharing to accomplish the task.
The discussion naturally flows into
one about distributed planning using
centralized as well as decentralized
schemes. 

The next major topic is agent search
algorithms. Yokoo and Ishida make the
point that “search is an umbrella term
for various problem solving techniques
in AI” (p. 165), thus setting the tone for
the discussion. In principle, the search
task is similar in concept between sin-
gle-agent tasks and multiple-agent
tasks. The difference lies in the com-
plexity of the task. As more agents join
the system, the search task becomes
more complicated, potentially slowing
the search capability. If the multiple
agents are expected to solve problems
and complete tasks in real time, then
the appropriate search algorithms that
provide real-time functions for single
agents must be extrapolated and mod-
ified for  multiple- agent systems. The
authors discuss constraint-satisfaction
problems, path-finding problems, and
two-player games. Each type of prob-
lem, as well as the potential algorithms,
is discussed in detail. 

Decision making is a difficult
enough problem when only one enti-
ty is expected to come to a decision.
When there are multiple entities par-
ticipating in the decision process, the
problem becomes more complicated.
The individual entities can have their
own individual needs and goals. In a
multiple-agent system, individual
goals and needs can undermine the
goals and needs of the overall system.
The system must combine such goals
and needs into a rational solution that
is appropriate for the multiagent sys-
tem but might not meet all the needs
and goals of the individual agents. The
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task of reaching a decision when mul-
tiple entities are involved is signifi-
cantly more complicated than a single
entity reaching a decision about its
current task. Sandholm authored the
presentation on distributed rational
decision making. The primary discus-
sion pertains to the necessary ele-
ments of agent negotiation, beginning
with a description of evaluation crite-
ria for negotiation protocols. The en-
suing discussion concerns negotiation
by voting, auctions, bargaining, mar-
keting mechanisms, contract nets, and
coalition formation. The discussion re-
views both the positive and the nega-
tive aspects of each protocol. 

The ability of a system to learn
about the environment in which it is
working and the task it is assigned is
important. The system should able to
build on itself and its capability if it
can successfully solve new problems.
In a single-agent system, questions re-
garding how to acquire knowledge,
where to store knowledge, how to store
knowledge, when to access knowledge,
and so on, are fairly straightforward.
This single agent is only as intelligent
as its capabilities to perceive, interpret,
and learn about the environment and
task. When the problem is expanded
to a multiple-agent system, then these
questions become significantly more
difficult to answer and implement. If
the individual agents maintain their
own knowledge, then the other agents
do not necessarily have access to this
information and, therefore, must learn
it themselves. If the agents are permit-
ted to communicate to each other the
results of their learning, then there is
the possibility that the information
provided is outdated or incorrect be-
cause of changes in the dynamic envi-
ronment. An alternative is to provide a
central location for all knowledge, but
there are associated problems with this
method as well. One of the largest is-
sues is the communication bottleneck
between the central knowledge store
and the individual agents. Sen and
Weiss begin their discussion of multia-
gent system learning by generally
defining the important differences that
occur between learning mechanisms.
They then describe the algorithms
available for agents to learn how to co-
ordinate their activities and the agent

coordination required by these algo-
rithms. They continue with learning
about and from the other agents to im-
prove individual performance. The all-
important topic of coordinating learn-
ing with communication, including
reducing communication by learning
and improving learning through com-
munication, is also covered. 

Each of these discussions provides
the proper background and under-
standing for the reader to continue
with the material on computational
organization theory. Carley and Gas-
ser begin by defining organization in
the context of multiagent systems and
proceed to define computational orga-
nization theory. They discuss how
agents, organization design, the tasks,
and technology can be applied to
model multiagent systems. Organiza-
tional dynamics are discussed as well
as methodological issues. The authors
also provide an overview of the avail-
able tools for developing such models.
An interesting aspect of this discussion
is the numerous parallels in the appli-
cation of computational organization
theory to all types of organization,
both artificial and real.

Formal methods based on logic-
based representations have been an
important element in ensuring cor-
rectness when creating systems. The
purpose of such representations is to
provide a high-level understanding of
the systems to be created. The repre-
sentations can be used to debug and
validate systems. Because multiagent
systems is a relatively new field, the
development of such representations
is necessary to ensure that existing
and future systems are correct. Such
representations can assist future re-
searchers when establishing starting
points for their own work. The final
discussion of the more detailed topics
focuses on logic-based representation
and reasoning for distributed AI.
Singh, Rao, and Georgeff do an excel-
lent job of giving the reader the neces-
sary background material to under-
stand this important topic. The
presentation provides a detailed intro-
duction to the cognitive aspects in-
volved with multiagent systems,
specifically, belief-desire-intention,
agent coordination, agent communi-
cations, and social primitives. This sec-

tion also presents the various tools
and systems for distributed AI, al-
though this discussion seems a bit dis-
joint from the previous presentation. 

A very practical and necessary chap-
ter presenting industrial and practical
applications of distributed AI then fol-
lows. Parunak has done an excellent
job of providing emphases to applica-
tions beyond the academic research
labs. He discusses why and where dis-
tributed AI should be used in industry
as well as the constraints of agent-
based system development in the in-
dustrial setting, constraints that are
not present in most research develop-
ment environments. Finally, he dis-
cusses commercially available devel-
opment tools and their applicability to
certain types of agent application. 

The final section of the book pre-
sents related topics and indicates their
relationship to multiagent systems
and distributed AI. The topics are
groupware and computer-supported
cooperative work, distributed deci-
sion-support models, concurrent pro-
gramming, and distributed control al-
gorithms. 

The editor, Gerhard Weiss, and the
individual authors have done an ex-
cellent job of integrating each individ-
ual contribution. They have ensured a
high level of term and topic coordina-
tion across each topic. Such integra-
tion and coordination are uncommon
in compilations. This cooperation has
led to the comprehensive coverage of
the topic in a manner that should ap-
peal to many readers. 

In general, almost any reader is like-
ly to find something interesting in this
book. Individuals working in the field
of multiagent systems and distributed
AI will find this book contains a com-
plete, comprehensive coverage of the
field. Individuals who have an interest
in learning more about multiagent
systems will find this book appealing
because of the introductory nature of
the first few chapters. Even those in-
terested in the general field of AI but
not necessarily multiagent systems
should find this book of interest. The
book demonstrates many links be-
tween agent systems and the more
general fields of AI such as planning,
learning, and perception. 

This book is also an excellent choice
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as a course textbook. The gentle intro-
duction to multiagent systems pro-
vides an excellent basis for more se-
nior-level undergraduate students and
any graduate student. The book then
moves into more detailed issues and
concerns that take the student beyond
the basic capabilities.

Each chapter contains a series of ex-
ercises that allow the reader to fully
test his/her understanding of the top-
ic. These exercises have various levels
of difficulty, from those intended to
determine comprehension of the par-
ticular topic through programming as-
signments to open research questions.
The inclusion of such a broad spec-
trum of exercises supports a goal of the
editor to make the book a possible
teaching text. However, although the
book does contain excellent exercises,
it does not provide solutions for the
exercises nor is there an associated
web page (that I could find) for solu-
tions. This omission is an important
one. The book also contains a compre-
hensive glossary that was developed
through the joint effort of all the au-
thors. Because the authors consider
this book a possible teaching text, the
glossary is a useful feature. 

Multiagent Systems: A Modern Ap-
proach to Distributed Artificial Intelli-
gence is not simply a collection of pa-
pers on a similar topic. This book
provides a clear, well-integrated intro-
duction to multiagent systems and
distributed AI. A student with even a
brief introduction to AI can read this
book and understand the contents.
The real application examples help the
reader understand how the concepts
can be applied and provide the neces-
sary groundwork for the provided
exercises. I recommend this book to
anyone with an interest in multiagent
systems and distributed AI. 

Notes
1. The authors use the terms multiagent sys-
tem and distributed AI interchangeably.
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Director of the Air Force 
Artificial Intelligence Program

Air Force Research Laboratory Information Directorate

Rome, New York

The Air Force Research Laboratory Information Directorate, Rome, New York, is seeking
qualified candidates for the position of Senior Scientist, Director of Artificial Intelligence
(AI). Successful candidates will serve as the Air Force Senior Scientist in Artificial Intel-
ligence and conduct a program of independent research. Focus is on research and devel-
opment efforts associated with AI technology throughout the Air Force and enhance-
ment of in-house AI research and development. Successful candidates can expect to
serve as the co-director of Intelligent Information Systems Institute joint venture with
Cornell University.

Candidates will be considered for direct hire either as a permanent senior level govern-
ment employee, or as a temporary (up to 4 years) appointment under the Intergovern-
mental Personnel Act (IPA). Incumbent will enjoy DV-6 protocol, equivalent to a one
star general officer. If hired as an IPA, the strong possibility exists that the incumbent
may enjoy a joint appointment with Cornell University, with access to Cornell’s first rate
graduate students. Other outstanding benefits the incumbent will enjoy include: a steady
rate of financial support for research activities; a number of line positions to staff in-
house AI research; a number of rotating visiting summer faculty positions; dedicated
programmer and secretarial support; and dedicated off-site research time at Cornell or
other local universities. Additional information on the IPA process can be accessed at:
http://www.opm.gov/programs/ipa/index.htm.

Salary is commensurate with experience with a range of $99,452 to $130,200 per annum,
although IPA salaries are not capped by government wage scales. Position is located in
the beautiful four-season Mohawk Valley in central New York State at the Griffiss Busi-
ness and Technology Park. The immediate region features some of the nation’s top aca-
demic institutions such as Cornell University, Syracuse University, University of
Rochester, University of Massachusetts, the State University of New York at Buffalo and
a host of other universities, colleges and junior colleges.

The official Office of Personnel Management announcement for this announcement can
be found at: http://www.usajobs.opm.gov/wfjic/jobs/IP4051.htm, vacancy announce-
ment AF-ST-00-11.

Additional information on this announcement may be obtained by calling 
Mr. Charles Messenger at (315) 330-3528, or email: messengerc@rl.af.mil, 
or Dr. Northrup Fowler III, (315) 330-7701, or email: fowlern@rl.af.mil.

The Air Force Research Laboratory is an Equal Opportunity Employer.




