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Roots of the Field and
Major Approaches

Work on information integration
began as soon as heterogeneous and
distributed information sources had to
be combined to process tasks success-
fully. A landmark paper that still
guides most of the current research is
Wiederhold (1992) (a recent outlook
paper by the same author has
appeared as Wiederhold [1997]). He
identified the need for a middleware
architecture that buffers the heteroge-
neous and distributed information
sources at the one side and the infor-

The growth of the internet and
other online information repos-
itories has greatly simplified the

access to numerous sources of infor-
mation. However, it has become cliche
to observe that this growth has vastly
complicated tasks that involve find-
ing, extracting, merging, or synthesiz-
ing such information. With today’s
tools, a tourist planning a trip to Paris
cannot simply fetch from the web a
map showing all Italian restaurants
close to the Eiffel Tower, although this
information might well be available
on the web if maps of Paris and lists of
restaurants and tourist sites are com-
bined. The problem is not one of
information distribution but one of
information integration. Building
tools to simplify access to the wealth
of available information constitutes a
significant challenge to computer sci-
ence. AI is well suited to this chal-
lenge, with its emphasis on heuristic
solutions, knowledge representation
and knowledge-intensive techniques,
explicit management of uncertainty,
learning and adaptivity, planning, and
so on. Over the past several years, the
information-integration community
in AI has been exploring these issues.
The result has been substantial
progress on problems such as repre-
senting information sources; planning
information-gathering actions; han-
dling semantic heterogeneity; opti-
mizing queries; caching; exploiting
ontological knowledge; developing
tools for web site construction; discov-
ering resources; automatically learn-
ing to access sources; and scaling
information-gathering systems to the
real world.

(Muslea, Minton, and Knoblock 1999;
Kushmerick 1997). The mediator inter-
acts with the information client and
translates his/her queries into sub-
queries passed to the various wrapped
information sources. Numerous pro-
jects have been implemented in this
architecture; examples include CARNOT

(Collet, Huhns, and Shen 1991), HAR-
VEST (Bowmann et al. 1994), HERMES,1

INFOMASTER (Genesereth, Keller, and
Duschka 1997), INFORMATION MANIFOLD

(Levy, Rajaraman, and Ordille 1996),
MOMIS (Bergamaschi et al. 1998),
OBSERVER (Mena et al. 1996), SIMS

(Arens, Knoblock, and Shen 1996),
and TSIMMIS (Papakonstantinou, Garcia
Molina, and Widom 1995).

Originally, the field was mainly con-
cerned with integrating various
databases. For example, the semantic
values of Sciore, Siegel, and Rosenthal
(1994) describe an approach special-
ized for the integration of relational
databases. The increasing popularity of
the web with its huge amount of
semistructured information has signif-
icantly changed the focus. Here, infor-
mation is weakly structured, heteroge-
neous, and distributed by nature.
However, the medium covers most
information needs if one is able to find
the information one is looking for.
Approaches such as SHOE (Luke et al.
1997) and ON2BROKER (Fensel et al.
1999) are specialized for the integra-
tion of web sources with the use of
ontologies. Originally, these approach-
es were hampered by poor web stan-
dards such as HTML, but new standards
such as XML and RDF make semantic
access to information much easier. Not
surprisingly, many startup companies
are arising in this area, and intelligent
information integration (III) is ready
to take over this marketplace. 

Aim of the Workshop 
In the past years, a number of work-
shops have been organized on III.
There was a workshop during the Ger-
man AI conference in 1997, a work-
shop at ECAI-98, and a workshop dur-
ing the Fifteenth American
Association for Artificial Intelligence
(AAAI-98). This workshop, collocated
with the Sixteenth International Joint
Conference on Artificial Intelligence,
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mation client at the other side. In fact,
this middle layer again has two dis-
tinct interfaces reflecting its mediating
purpose. Wrappers abstract from the
syntactic idiosyncracies of the infor-
mation sources, translating sources’
native data formats into a representa-
tion that can be used for integration

The Workshop on Intelligent Informa-
tion Integration (III), organized in con-
junction with the Sixteenth Internation-
al Joint Conference on Artificial
Intelligence, was held on 31 July 1999 in
Stockholm, Sweden. Approximately 40
people participated, and nearly 20 papers
were presented. This packed workshop
schedule resulted from a large number of
submissions that made it difficult to
reserve discussion time without rejecting
an unproportionately large number of
papers. Participants included scientists
and practitioners from industry and
academia. Topics included query plan-
ning, applications of III, mediator archi-
tectures, and the use of ontologies for III. 
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should bridge the gap between the
European and American III communi-
ties. Some of the topics we proposed
were the modeling of the contents of
information systems, approaches for
efficient and flexible query planning,
the learning or constructing of wrap-
pers for extracting data, the resolving
of inconsistencies in identifying

objects, integration approaches using
ontologies and contexts, languages for
information integration, advanced
integration architectures, information
sources in the internet and the
intranet, intelligent information
retrieval, and federated databases and
multidatabases. The call attracted
about 30 submissions, and the work-

shop was attended by about 40 partic-
ipants. 

Construction of Query Plans
for Information Gathering
The first session of the workshop was
on the construction of query plans for
information gathering. Alon Levy, of
the University of Washington, gave an
invited talk entitled “Self-Organizing
Data Sharing Communities,” present-
ing his view on the future of III, where
toasters, alarm clocks, video equip-
ment, and other devices in a household
negotiate their communication and
share and exchange information about
their human users. The papers by
AnHai Doan (of the University of
Washington) and Levy, “Efficiently
Ordering Query Plans for Data Integra-
tion,” Marc Friedman, Levy, and Todd
Millstein (all of the University of Wash-
ington), “Navigational Plans for Data
Integration,” and Subbarao Kambham-
pati and Senthil Gnaprakasam (both of
the University of Arizona), “Optimiz-
ing Source-Call Ordering in Informa-
tion Gathering Plans,” dealt with vari-
ous aspects of how to optimize the
computationally hard problem of
answering user queries using decom-
posed subqueries on information
sources.

Case Studies of Information-
Integration Systems
The second session was on case studies
of information-integration systems.
The paper by Greg Barish et al. (all of
the University of Southern California),
“THEATERLOC: A Case Study in Building
an Information-Integration System,”
described the design and implementa-
tion of an information-integration
application that allows users to
retrieve information about theaters
and restaurants for cities in the Los
Angeles area, including an interactive
map depicting their relative locations
and video trailers of the movies play-
ing at the various area theaters. The
paper by S. Bergamashi et al. (all of the
University of Modena and Reggio
Emilia), “Intelligent Techniques for
the Extraction and Integration of Het-
erogeneous Information,” introduced
the language ODL for describing infor-
mation sources by combining descrip-
tion logics and object orientation.
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Finally, the paper by Mathias Bauer
and Dietmar Dengler (both of DFKI),
“TRIAS: Trainable Information Assis-
tants for Cooperative Problem Solv-
ing,” presented an approach to coop-
erative problem solving in which an
information agent and its user try to
support each other in the achieve-
ment of a particular goal.

Use of Ontologies
Ontologies have been developed by
the knowledge engineering communi-
ty to facilitate knowledge sharing and
reuse, cf. Meersman (1999) and Gru-
ber (1993). Naturally, they find large
application potential for information
sharing and integration. The paper by
Yannis Labrou and Tim Finin (both of
the University of Maryland), “Experi-
ments on Using Yahoo! Categories to
Describe Documents,” reported on
experiments with the Yahoo! ontology
and the use for automatic document
classification. The paper by Frank van
Harmelen and Dieter Fensel (both of
Vrije Universiteit Amsterdam), “Practi-
cal Knowledge Representation for the
Web,” discussed various means to rep-
resent metainformation of web docu-
ments (HTML-META, HTML-SPAN, CSS, XML,
RDF). Finally, the paper by Stephen
Cranefield and Martin Purvis (both of
University of Otago), “UML as an
Ontology Modeling Language,” inves-
tigated the use of UML for representing
ontologies, providing a link to tools
and user habits from the software-
engineering community.

Short Papers
A number of short papers covered var-
ious aspects of III. The paper by Mário
Flecha (of the Universidade de Federal
de Minas Gerais) and José Braga (of the
Universidade de Federal de Viçosa),
“Mediators to Access Public Data
Resources,” reported experience for
database access in large and legacy
real-world environments. The paper
by Martin Speck and Christoph Uth-
mann (both of Westfälische Wilhems-
Universität Münster), “Web-Integrated
Information Integration,” is on infor-
mation integration via web-based pub-
lishing work flows. The paper by Ichi-
ro Ide et al. (all of the University of
Tokyo), “Relating Graphical Features
with Concept Classes for Automatic

News Video Indexing,” proposed a
new method for automatic indexing
of video data. The paper by Thierry
Poibeau (of Thompson-CSF), “Mixing
Technologies for Intelligent Informa-
tion Extraction,” presented limitations
of current information-extraction sys-
tems and showed how some of them
can be bypassed by combining these
systems. The paper by Elhadi Shakshu-
ki (of the University of Waterloo),
Hamada Ghenniwa (of Mackenzie
Financial Corporation), and Moha-
med Kamel (of University of Water-
loo), “Information-Gathering System:
Internet Navigation,” presented a
multiagent system that assists differ-
ent users in locating, retrieving, and
integrating information on the web.
The paper by Jacques Calmet and Peter
Kullman (both of University of Karls-
ruhe), “Meta Web Search with KOMET,”
presented a logic-based mediator sys-
tem and its application to the web.
The paper by Fensel et all, “ON2BROKER:
Semantic-Based Access to Information
Sources at the WWW,” presented
recent developments in the ON2BROKER

projects, reflecting lessons learned
from earlier versions of the system.
Finally, Pepijn Visser and Valentina
Tamma (both of the University of Liv-
erpool) presented “An Experience with
Ontology Clustering for Information
Integration,” discussing a structure of
multiple shared ontologies to inte-
grate heterogeneous information
sources.

Conclusions
This workshop provided a platform to
present, discuss, and evaluate current
research and interesting applications
of III. The field looks rather mature
concerning its theoretical foundations
as well as in the number of applica-
tions that exist. Many research pro-
jects are ongoing worldwide, and a
need for further discussions and
exchange of results exists. Some par-
ticipants felt unhappy with the rela-
tively small number of researchers
from the database community. The
participants discussed the possibility
of organizing future workshops  in
connection with events of the
database community in an effort to
bring the two communities together.

The workshop proceedings are avail-
able at SunSITE. Informatik. RWTH-
Aachen.DE/Publications/CEUR-WS/
Vol-23/). Further information about
the workshop can be found at www.
aifb.uni-karlsruhe.de/WBS/dfe/iii99.
html. General information on the III
community and its mailing list can be
found at www.tzi.de/grp/i3/.

Note
1. www.cs.umd.edu/projects/hermes/over-
view/paper/index.html.
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